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## Conclusion

Minimum Pearson distance detector is ( $a, b, c$ )-immune.
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- If $n$ is even, any $\mathbf{x} \in S$ contains an even number of ones.
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## Recursive Relation

For $m=1, \ldots, n, i=0, \ldots, m$, and $j=0, \ldots, m(m+1) / 2$,

$$
C_{m}(i, j)=C_{m-1}(i, j)+C_{m-1}(i-1, j-m)
$$

initial conditions $C_{0}(0,0)=1$ and $C_{0}(i, j)=0$ for any $(i, j) \neq(0,0)$.

## Computational Results

Table: Size of codebook, $N(n)$, and $N_{\mathrm{dc}^{2}}(n)$.

| $n$ | $N(n)$ | $N_{\mathrm{dc}^{2}}(n)$ |
| ---: | ---: | ---: |
| 4 | 4 | 2 |
| 5 | 8 | 0 |
| 6 | 8 | 0 |
| 7 | 20 | 0 |
| 8 | 18 | 8 |
| 9 | 52 | 0 |
| 10 | 48 | 0 |
| 11 | 152 | 0 |
| 12 | 138 | 58 |
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If $n$ is large, by the central limit theorem, the number of $n$-sequences, denoted by $\varphi(s, p)$, is given by

$$
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where

$$
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The number of $\mathrm{dc}^{2}$-balanced codewords is:

$$
N_{\mathrm{dc}^{2}}(n) \approx \varphi\left(\mu_{s}, \mu_{p}\right) \approx \frac{2^{n}}{2 \pi \sigma_{s} \sigma_{p} \sqrt{1-\rho^{2}}}
$$

and therefore

$$
r_{\mathrm{dc}^{2}}(n) \approx 2 \log _{2} n-\log _{2} \frac{4 \sqrt{3}}{\pi}
$$

## Redundancy Estimate
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$$
N(n) \approx N_{\mathrm{dc}^{2}}(n) \cdot \sum_{\substack{s=0 \\ s(n+1) \bmod 2=0}}^{n} e^{-\frac{f\left(s, \frac{(n+1) s}{2}\right)}{2\left(1-\rho^{2}\right)}}
$$

For $n$ odd, $\quad N(n) \approx \frac{2^{n}}{n^{3 / 2}} \sqrt{\frac{24}{\pi}}$.

For $n$ even, $\quad N(n) \approx \frac{2^{n}}{n^{3 / 2}} \sqrt{\frac{6}{\pi}}$.

## Redundancy Estimate

$$
r(n)=n-\log _{2} N(n) \approx \frac{3}{2} \log _{2} n+\alpha
$$

where $\alpha=-1.467 \ldots$ for $n$ odd, and $\alpha=-0.467 \ldots$ for $n$ even.
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