Strong linear scaling for spectral simulations of time dependent semilinear partial differential equations on Marenostrum
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ABSTRACT

We solve a time dependent semilinear partial differential equation using a spectral collocation method on a distributed memory supercomputer. Previous attempts to use spectral methods to solve evolutionary partial differential equations have scaled poorly on distributed memory machines because typical time stepping algorithms require fast global all-to-all communications. Consequently, primarily expensive supercomputers with very fast interprocessor communications are used to do large scale spectral simulations – see for example [1]. More common distributed memory machines do not have the fastest possible interprocessor communications. By using a modified finite difference time stepping scheme, we overlap communication and computation to obtain almost linear strong scaling for up to 512 processors on a two dimensional scalar partial differential equation discretized using $8192 \times 8193$ grid points.

The partial differential equation we solved numerically is

$$\rho u_{tt} - \beta \Delta u_t = (u^3_x - u_x)_x + u_{yy} - \epsilon^2 \Delta^2 u,$$

where $\rho$ is the material density, $u$ is the displacement, $t$ is time, $\beta$ is the viscosity, $x$ is the original position in the reference configuration and $\epsilon$ is the capillarity. Mathematical results and related references on this viscoelastic model can be found in [2]. Space is discretized using Fourier modes in the $x$ direction and Chebyshev modes in the $y$ direction – see [3] for an introduction to spectral methods. The second order finite difference time stepping scheme is

$$\rho \frac{2u^{n+1} - 5u^n + 4u^{n-1} - u^{n-2}}{2\delta t} - \beta \frac{3u^{n+1}_{xx} - 4u^n_{xx} + u^{n-1}_{xx}}{2\delta t} = 4(u^{n-2}_x)^3_x - 3(u^{n-3}_x)^3_x - u^{n+1}_{xx} + u^{n+1}_{yy} - \epsilon^2 \Delta^2 u^{n+1},$$

where the superscript $n$ denotes the time step. Time stepping takes place in spectral space, but to obtain the nonlinear term, $(u^{n-2}_x)^3_x$ is transformed to real space where the multiplication $(u^{n-2}_x)^3$ is performed, after which $(u^{n-2}_x)^3$ is transformed back to spectral space and differentiated.
On a single processor the new solution, $u^{n+1}$, is obtained using a loop over the linearly uncoupled Fourier modes in which a linear Chebyshev system is solved. Once a solution for each Fourier mode is obtained, it is transformed out of Chebyshev space using a one dimensional fast Chebyshev transform. A loop over the Chebyshev modes is then done where the $x$ derivative of the solution, $(u^{n+1}_x)_x$, is transformed from Fourier space to real space, the nonlinear term, $(u^{n+1}_x)^3$, is computed transformed back to Fourier space and then differentiated. Then a loop over the $x$ direction is initiated in which the appropriate combination of stored nonlinear terms, $4(u^{n-1}_x)_x^3 - 3(u^{n-2}_x)_x^3$, is transformed to Chebyshev space and the solution at the next time step is computed.

When this scheme is parallelized, one dimensional fast transforms are still done on single processors, thus, as shown in Fig. 1, each processor holds a portion of the modes of $u_x$ and of $[u_x]_x^T$, so that Chebyshev transforms are done on $u_x$ and Fourier transforms are done on $[u_x]_x^T$. In standard time stepping schemes, $u^{n+1}$ is computed using an approximation to the nonlinear term, $(u^n_x)_x$, that depends on $u^n_x$, and so fast interprocessor communications are required to transpose $u^n_x$ and obtain the nonlinear term $(u^n_x)_x^3$. The time-stepping scheme used here hides latency, because the nonlinear term is extrapolated using $u^n_x$ and $u^{n-2}_x$. In this parallelized scheme, $u^{n+1}$ is computed while simultaneously receiving the nonlinear term $4(u^{n-1}_x)_x^3 - 3(u^{n-2}_x)_x^3$. The nonlinear term $[4(u^n_x)_x^3 - 3(u^{n-1}_x)_x^3]^T$ is then calculated while $[u^{n+1}_x]_x^T$ is received. In the next iterate, $u^{n+2}$ is computed using $4(u^n_x)_x^3 - 3(u^{n-2}_x)_x^3$ while $4(u^n_x)_x^3 - 3(u^{n-1}_x)_x^3$ is received.

Figure 2 shows strong scaling for a discretization with $8192 \times 8193$ grid points. A discussion of computational efficiency and numerical solutions of geometrically nonlinear vectorial viscoelastic models for martensitic phase transformations will be presented at the conference.
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