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Organisations and Institutions provide an interestingjpective for open Multi-
Agent Systems and Agreement Technologies. For examplans@tions can be
employed to specify how to solve a complex task or problem byraber of agents
in a declarative way; agents participating in an orgaresatian work together and
form teams for the solution of a particular task that helpghéng the global goals of
the organisation; organisational structures can imprades@celerate co-ordination
processes in open environments. Moreover, the notion tfutisn has been used
within the agent community to model and implement a varidtgario-technical
systems, enabling and regulating the interaction amoranantous agents in order
to ensure norm compliance.

This part addresses how agent organisationsand institutian improve and ac-
celerate coordination processes in open environmentsata-sf-art of recent pro-
posals for describing agent organisations is given in Chapelating the different
methodologies and formal approaches for defining agentnisgtons in an ex-
plicit way. Moreover, a review and comparison of recent apphes of Artificial
Institutions is provided in Chap. 2. Furthermore, thereehbgen some recent ap-
proaches for developing agents capable of understandingrtfanisation structure
and functionality and then being able for deciding whettegtipipate inside or even
generate new structures for the organisation. A reviewiefidimd of agents, known
as organisation-aware agents, is provided in Chap. 3.Ifimal important question
in open systems is how to endow an organisation with auton@agpabilities to
yield a dynamical answer to changing circumstances. Thiesjiew of methods for
designing and/or implementing adaptive agent organisai®given in Chap. 4.



Chapter 1
Describing agent organisations

Estefania Argente and Olivier Boissier and Sergio EspanethJana Gormer and
Kristi Kirikal and Kuldar Taveter

Abstract This chapter addresses how agent organisations can imanolhacceler-
ate coordination processes in open environments. A sfadetof recent proposals
for describing agent organisations is given, relating ifffer¢nt methodologies and
formal approaches for defining agent organisations in aficixway. As example,
four different proposals developed within the COST actioQ801 are detailed: (i)
the MOISE organisation Model, which provides structunahdtional and normative
specifications of an organisation, and it is integrated i@eganisation Management
infrastructure; (ii) the Virtual Organisation Model, whidescribes the structural,
functional, dynamical, environmental and normative disiens of an organisation,
and it is complemented by the Virtual Organisation Fornadion; (iii) the Agent-
Oriented Modelling for sociotechnical systems, which aigaaisations consisting
of human and man-made agents; and (iv) the AAOL agent anthit in which
groups of autonomous agents are organized in Localitieis. diapter proposes a
global comparison of different organisational existingdabwith the four detailed
models in terms of the different description dimensiony fh@pose.
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1.1 Introduction

To cope with the openness, decentralisation and dynanatépplications targeted
by Multi-Agent technologies, an organisational perspectias been promoted in
the domain these last years. This perspective proposeththgint activity inside
Multi-Agent Systems should be explicitly regulated by asistent body of norms,
plans, mechanisms and/or structures formally specifiecchiese some definite
global purpose. Inspired by the metaphor with human orgainiss [56], differ-
ent organisational models have been proposed in the litexdor the engineering
of such systems (e.g. [24, 48, 41, 22, 18, 37, 60, 54, 57, 3]).

An organisational model consists of a conceptual frameveortt a syntax in
which specifications for agent organisations can be writtéémcall this an Organisa-
tion Modelling Language (OML). From such specificationdlezhhereafter organ-
isational specification, an organisation can be enactedtoad#@ional multi-agent
platform or, more realistically, by using some organisatitanagement infrastruc-
ture (OMI) [39, 42, 23, 34]. In general, these organisati@anagement infrastruc-
tures take the organisational specifications as input;prééthem, and provide the
agents with an organisation according to the given spetiditaln order to enter,
to work inside or to leave the agent organisation, the aganetsupposed to know
how to access the services of the infrastructure and to meakgests according to
the available organisational specification. Equipped wiibh capabilities, agents
develop what we calDrganisation Awarenesskills making them able to reason on
the organisation to decide to enter or not in such a structorehange it by setting
in place a reorganisation process and finally to comply otatte different rights
an duties promoted by the organisation.

In this chapter, we will mainly focus on the Organisation Mbithg Language.
While there has been a strong emphasis on agent organsati®rshown by the
number and diversity of proposed organisational modelsyawork aimed at re-
viewing the proposals and to assess their modelling capebi[12], at reviewing
and comparing organisational paradigms - i.e., generaktgporganisational struc-
tures like hierarchies, teams, markets, matrix orgaminafietc. [38, 19], at propos-
ing taxonomies of organisation and social concepts for tigineering of agent
organisations [50].

As stated in [15], Multi-Agent organisations exhibit baisaits that participate or
not to the modelling proposed by the different approachesi @bove. These basic
traits that may be part of the organisational models are:

e System structure (resp. functions): elements that fornsjlséem and the rela-
tionships interconnecting these elements (resp. inpiytitiuelations coupling
the system to external environment)

e static (resp. kinetic) perspectives: time independesp(réependent) description
of the system

In the sequel, we will also use the vocabulary introduced j:[organisation mod-
els may give birth toorganisation meta-modelshat is to say a model that rep-
resents the conceptualization behind a modelling langudgéa-models are used
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to produce and define organisation specifications. Orgamisapecifications are
themselves used to implement organisations.

In the following, we will describe different approaches forganisation Mod-
elling Languages. More specifically, section 1.2 detaiks . #f01SE organisation
model [41]; whereas section 1.3 details the VOM organisatiodel [4].

Furthermore, in contemporary complex sociotechnicalksystit is not feasible
to possess all the information about the environment ancép khis information
continuously updated. Agent-oriented modelling as adieathy Sterling & Taveter
[59] presents a holistic approach for analysing and desggarganisations consist-
ing of humans and technical components. We subsume both thederm ofagent
which we define as an active entity that can act in the enviegrinperceive events,
and reason [59]. We term organisations consisting of humdmaan-made agents
associotechnical systemis section 1.4 we will explain how to apply agent-oriented
modelling for describing such agent organisations.

Moreover, in section 1.5, a conceptual metamodel and &cthite for Groups
in Organized Localities to facilitate the model-based ttgwment of agent organi-
sations is briefly explained. Localities capture the idea ofstricted sphere of in-
fluence and environmental constraints in which semi-autane agents cooperate
under the control of centralized regulation bodies, cailhstitutions.

Finally, in section 1.6, a comprehensive view of differemg&nisation Models
is included, in which we compare different organisation eledhat have been pro-
posed in the literature.

1.2 The.# oise Organisation Model

# 01SE (Model of Organisation for multl-agent SystEms) [41] is aganisational
model that proposes an Organisation modelling languag®rganisation Manage-
ment infrastructure and finally basic primitives to makegilole the development of
Organisation Aware Skills for the agents. We describe béilmithe. 7 0ISEOML.

1.2.1 .# oise Organisation Modelling Language.

The . o1se OML explicitly distinguishes three aspects in the modellof an or-
ganisation: the structural specification, the functiomecification and the norma-
tive specification.

Structural Specification: The structural specification defines the agents’ static
relations through the notions of roles, roles relations gradips. A role defines a
set of constraints the agent has to accept to enter in a gitngpe are two kinds of
constraints: structural and functional. Structural caaists are defined by means of
links and compatibilities that a source role has in relatma target role. The links
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are sub-divided in communication, acquaintance and aiyHotks. The commu-
nication links enable message exchange between relatesl dtquaintance links
enable agents playing one role to get information abouttageaying another role.
The authority links represent power relation between rd\dghe links define con-
straints that an agent accepts when it enters a group andsbiegplay a role. By
its turn, the compatibility relation constrains the adulgl roles an agent can play
given the roles it is already playing. A compatibility betvea role A and a role B
means that an agent playing role A is also permitted to pleyBoln the structural
specification, a group is defined by a group specification.cupgispecification con-
sists of group roles (roles that can be played), sub-groepiipations (group de-
composition), links and compatibilities definitions, rakrdinalities and sub-group
cardinalities.

/ 01SE Functional Specification: The functional specification describes how
an agent organisation usually achieves its global goas, how these goals are
decomposed (by plans) and distributed to the agents (byiangs Global goals,
plans and missions are specified by means of a social schersecial scheme
can be seen as a goal decomposition tree, where the root abal goal and the
leaves are goals that can be achieved by an individual affeatsocial scheme,
an internal node and its children represent a plan to actdesugh-goal. The plan
consists in performing the children goals according to @giplan operator. There
are three kinds of plan operators: sequence (to do the salirgsequence), choice
(to choose and do only one sub-goal) and parallel (to do@Htin-goals in parallel).

./ 01SE Normative Specification: The normative specification associates roles
to missions by means of norms stating permissions and aialiga Norms can also
have application-dependent conditions bearing on thenisgon or environment
state. For instance, norms may define sanction and rewategies for violation
and conformance of other norms. Note that a normioISE is always an obliga-
tion or permission to commit to a mission. Goals are theeefiodirectly linked to
roles since a mission is a set of goals. Prohibitions arenasduby default’ with
respect to the specified missions: if the normative spetificaloes not include a
permission or obligation for a role-mission pair, it is as®d that the role does not
grant the right to commit to the mission.

1.2.2 .# o1SE Organisation Model: Other Components

The .7 oIsSE organisation model is complemented by an organisation geanant
infrastructurepradmasand basic capabilities for making possible the develogmen
of organisation aware skills at the agent level.

Organisation Management Infrastructure: The Organisation Management
Infrastructure supporting this organisation model fokothe Agent & Artifact
model [52, 39]. In this approach, a set of organisationdfats is available in the
MAS environment providing operations and observable priggefor the agents so
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that they can interact with the Organisation Managememastifucture (OMI). For
example, each scheme instance is managed by a “schemetarfifacheme artifact
provides operations such as “commit to mission” and “gohhs been achieved”
(whereby agents can act upon the scheme) and observablerfigsp(whereby
agents can perceive the current state of the scheme). Thec@Mibe effortlessly
distributed by deploying as many artifacts as necessaphéapplication.
Following the ideas introduced in [40], each organisati@mafact has within
it an Normative Programming Language interpreter thatvemias input: i} the
program automatically generated from the organisationifipation for the type of
the artifact (e.g. the artifact that will manage a sociaksoh will receive as input the
corresponding program translated from that scheme spattdfi), and if) dynamic
facts representing the current state of (part of) the omgdioin (e.g. the scheme
artifact itself will produce dynamic facts related to theremt state of the scheme
instance). The interpreter is then used to compifevifether some operation will
bring the organisation into an inconsistent state (whesensistency is defined by
means of the specified regimentations), andlie current state of the obligations.

Agent Organisation Aware Mechanisms:Thanks to thera4masOMI, the set
of organisational artifacts, available in the MAS enviramt) provides operations
and observable properties for the agents so that they caraattwith the organi-
sation. These different concrete computational entitiesed at managing, outside
the agents, the current state of the organisation in terngsofps, social schemes,
and normative state encapsulate and enact the organisatimviour as described
by the organisation specifications.

Thanks to the A&A model [52], Artifacts’ operations and fatits’ observable
properties and events are respectively mapped into agedeshal actions and into
agents’ percepts (leading to beliefs and triggering eyemtss means that - at run-
time - an agent can do an actionif there is (at least) one artifact providirig as
operation - if more than one such artifact exist, the agent coatextualise the ac-
tion explicitly specifying the target artifact. On the peption side, a set of observ-
able properties of the artifacts that an agent is observiaglmectly represented as
(dynamic) beliefs in the agent’s belief base - so as soonaswuhlues change, new
percepts are generated for the agent that are then procagtedatically(within
the agent reasoning cycle) and the belief base is updatg@o§camming an agent,
it is possible to write down plans that directly react to ajesin the observable
state of an artifact or that are selected based on contestuditions that include
the observable state of possibly multiple artifacts. Tha&gpping brings significant
improvements to the action and perception model providegireral by agent pro-
gramming languages.

Translating this to the organisation side, from an agenttpafi view, organisa-
tional artifacts provide the actions that can be used toqtiagy take part in an
organisation (for example, to adopt and leave particullgstdo commit to mis-
sions, to signal to the organisation that some social goablean achieved, etc.),
and provide dynamically specific observable properties aiarthe state of an or-
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ganisation perceivable along with its evolution. Besidksy provide actions that
can be used by organisational agents to manage the ordganigsef.

1.3 Modelling Virtual Organisations

The concept of Virtual Organisation (VO) firstly appearethia business fieldusi-
nessDictionary.cordefinesVirtual Organisation as 'an organisation that does not
have a physical (bricks and mortar) presence but existsrefecally (virtually) on
the Internet, or an organisation that is not constrainedhieylégal definition of a
company, or an organisation formed in an informal mannemaalleance of inde-
pendent legal entities’.

DeSanctis and Monge [17] define a virtual organisation a®lection of geo-
graphically distributed, functionally and/or culturatliverse entities that are linked
by electronic forms of communication and rely on laterahayic relationships for
coordination’. Despite its diffuse nature, a common idgrlds the organisation
together in the minds of members, customers, or other ¢oasts. The virtual or-
ganisation is often described as one that is replete witkreat ties [13], managed
via teams that are assembled and disassembled accordiegds [83], and con-
sisting of employees who are physically dispersed from owdteer [11]. The result
is a ‘’company without walls’ [27] that acts as a 'collabovatnetwork of people’
working together, regardless of location or who 'owns’ th&3i.

Later the term Virtual Organisation was taken to be usedeémnrésearch field of
computer science. More precisely, in one of the most treptbipics in distributed
computation, Grid Computing. This field of distributed cantgtion focuses on
large-scale, high-performance and innovative systensteFet al.[26] define a VO
as 'a set of individuals and/or institutions defined by siguéomputers, software,
data, and other resources, as required by a range of cal@@problem-solving
and resource-brokering strategies emerging in industignse, and engineering’.

The term Virtual Organisation was also used in Multi-Ageystems, where this
term tries to catch the essence of the concepts from busamelsgrid computing. In
this case, the 'Virtual’ concept of the Virtual Organisatierm normally refers to its
virtuality’, i.e. its software existence. Argente [1] &a that a Virtual Organisation
is a social entity built by a set of agents that carry out défe: functionalities. They
are structured as a set of communication patterns and disgepblogy, following
a set of norms, in order to achieve the global goals of therasgéion. In fact, this
last definition is the one that represents best our idea edidliOrganisation.

Thus, a Virtual Organisation (VO) presents the followingttees:

e itis composed by agents, independently from their intefestures and individ-
ual objectives.

o it follows a global goal, which is not dependant from the g@geimdividual ob-
jectives.

e tasks to be executed by agents are divided by means of rahésh @escribe the
activities and functionalities of the organisation.
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e the system is distributed in groups or organisational umitere interaction be-
tween agents takes place.

e itsbounds are clearly defined, determined by the environofehe organisation,
the internal and external agents, as well as the functityreatid services offered
by the organisation.

This section presents two approaches for defining VOs: (Y kt.-based ap-
proach, named Virtual Organisation Model (VOM); and a foraqaproach, named
Virtual Organisation Formalisation (VOF).

1.3.1 Virtual Organisation Model (VOM)

The Virtual Organisation Model [4] is an Organisational Mdohg Language, de-
fined to describe an Organisation-Centred MAS by means of Mh-based lan-
guage, identifying the elements that are relevant in anrosgdon. As most of
the metamodels, VOM also gives support to a software dewsdop methodology
by upholding the development of the Virtual Organisatioefiried in GORMAS
methodology [2] . Systems defined by VOM are structured bynae# the Or-
ganisational Dimensions [14], which are based on a spec#itod from the Or-
ganisation Theory to define human organisations. Thus, efttiese dimensions
(structural, functional, dynamical, environment, andmative) is represented by a
model inside the Virtual Organisation Model. More speclficahe Organisational
Dimensions describe:

e Structural Dimension. Describes the components of the system and their re-
lationships. It defines the organisation, composed of agamd organisational
units, roles, and their social relationships.

e Functional Dimension Details the functionalities of the system based on ser-
vices, tasks and objectives. It also describes the statersihat interact with the
organisational units, the services offered by the orgéinisaand the resources
used by the organisation.

e Dynamical Dimension Defines interactions between agents, as well as the role
enactment process, defining the roles that organisatianital or agents are able
to play.

e Environment Dimension. The environment of the organisation is defined by
means of the workspaces that structure the environmenharattifacts (that are
located inside of the environment). Thus, the organisat&onmake use of both:
workspaces and artifacts.

e Normative Dimension Describes normative restrictions to the action space of
entities which populate the system, including organisetimorms that agents
must fulfil, with associated sanctions and rewards.

As an example, we depict here just a couple of these dimesndioa structural
and environment ones, in order to give an overview on howetli@ganisational
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Dimensions are represented by means of VOM. A detailed ii¢iger of all this
model can be found in [4].

TheStructural DimensiorfFig. 1.1) describes the system’s components and their
relationships. It allows defining the organisational elateghat are independent
from the entities that execute them. Specifically, it defines

e Organisational UnitqOUs) that build the system, which can also include other
units in a recursive way, as well as agents.

¢ Rolesdefined inside OUs. A role defines the set of functionalitieg &in entity
is able to carry out, and the set of goals and obligationscéstsal to this role.
The contains relationship allows to specify the cardigadit each role. A role
hierarchy can be defined by means of relationships of irdreré between roles.

e the organisationalocial relationshipsThe kind of a social relationship between
two units is related to their position in the organisatiostalicture (i.e. infor-
mation, monitoring, and supervision). These relationshifpw to describe how
roles are related between them, being possible for rolescitamge information,
supervise how subordinated roles are developing theictbgs, and to delegate
their own tasks to subordinated roles.

e Normsthat control the global behaviour of the members of the degdion.

SocialRelationship
Type
ActivationCondition
- DeactivationCondition
-MinQuantity
-MaxQuantity
7‘
contains Y
/
/
; i i — - : . . Role i i i
SocialRelationship Agent contains o Init SocialRélationship ] | SocialRelationship
| S Accessibility
Type - - - “Structure st
i<—SocialRelationship—>f §Contaic y
\
N O
containg N inheritance Of
Contains - ContainsRole —
-RegisterCondition |2 — - SocialRelationship "RegisterCondition
|- DeregisterCondition - |- DeregisterCondition
-MinQuantity
Norrn - MaxQuantity
[Name

L Description

SocialRelationship

Fig. 1.1 Structural Dimension [4].

The Environment Dimensio(Figure 1.2) of VOM defines the environment of a
Virtual Organisation. It depicts how the environment isustured, adding a phys-
ical description, and which are the entities populatingét, the resources that are
available for the organisation to be used; or other org#inisa This representation
of the environment is based on the Agents & Artifacts congaldframework [52].
The elements on the Environment Dimension are:
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e Workspacestructure the environmentin a similar way than the physicald is
structured. They are able to be intersected and nested &etivem, and organi-
sations are located in one or some of them.

e Artifacts which are reactive entities that agents use to achieve dhgctives.
Artifacts are located inside workspaces. Each type ofaauttifs represented in
the metamodel by means of its particular operations andrediske properties.

e Agentsproactive entities of the system (belonging to an orgaioisar not) that
are able to perceive a set of workspaces of the environmehtoanse a set of
artifacts.

Theartifact entity has been refined into three inherited artifacts, the. Artifacts
for Organisational Mechanisms [21], which are a set ofactd that present features
from the Organisational Mechanisms [8]. OrganisationatMaisms enable regu-
lating the behaviour of a MAS in both a macro and a micro parthge The three
types of artifacts defined in VOM are : (ipformative artifacts provided with op-
erations that allow agents (and other artifacts) to requéstmation; (ii) incentive
artifacts whose goal is to modify the reward system of the MAS, and ahaeced
with operations for adding and deleting incentives frors tieward system; and (iii)
coercive artifactswhich are able to modify the action space of an agent by means
of their particular operations.

Intersection/nesting

OrganizationalUnit Located Workspace Environment

-Structure Location L —®

e

Perceives
Located

Agent
-Type Uses Artifact
-InternalState

+Properties q——(

+operations() +updateActionSpace()
+linkOperations()
Linked

IncentiveArtifact

CoerciveArtifact

+addIncentive()
InformativeArtifact +dropincentive()

tinformation()
+linkInformation()

Fig. 1.2 Environment Dimension [4].
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1.3.2 Virtual Organisation Formalisation.

This proposal [20] is aimed to cover all concepts of the Oiggtional Dimensions
and to provide a formalization as much complete as possilifle the aim of iden-
tifying the elements that compose a VO, facilitating the d#ton process, and
checking its correctness.

Virtual Organisation Formalisation (VOF) focuses on thetsments: (i) the Or-
ganisational Specificatior), which details the set of 'static’ elements of the or-
ganisation, i.e. the elements that are independent frorirthleentities that execute
them; (ii) the Organisational Entity(OE), which represents the entities that will
then execute the elements@8§ and (iii) theOrganisational Dynamicép), which
relates elements fro@®Swith elements fronDE. As an example, we present here
the definition of a VO, and the details for deeper levels offthienalization can be
found in [20].

Definition 1 A Virtual Organisation voe ¥ ¢ is defined, at a given time t, as a
tuple vat) = (OSvo,t), OE(vo,t), @(vo,t)) where:

e OSvo,t) refers to theOrganisational Specificatiorof vo, which describes the
structural definition of the organisation, at a given timelt.is defined as
OSvo,t) = (SD(vo,t),FD(vo,t),ED(vo,t),ND(vo,t)) where:

— SDOvo,t) is the Structural Dimension of vo at a given time t. It defirges
and relations between them.

— FD(vo,t) is the Functional Dimension of vo at a given time t. It desesithe
functionalities of the system, including goals, services &sks.

— ED(vo,t) is the Environment Dimension of vo at a given time t, which de-
scribes the environment of the organisation, includingfacts and workspaces.

— ND(vo,t) is the Normative Dimension of vo at a given time t, defining the
norms that rule a VVO.

e OE(vo,t) refers to theOrganisational Entityof vo at a given time t, which rep-
resents the entities populating the system, which can betsige other VOs.

e ¢(vo,t) refers to theOrganisational Dynamicof vo at a given time t, allowing
to relate O%vo,t) with OE(vo,t). It has information about role allocation and
active norms and services.

While VOM is able to define systems at design time, VOF is aldle & rep-
resent different states that the system passes througkeitsiton. This important
feature, as well as its detailed and accurate descripticheobrganisational ele-
ments will make it easier to identify different elementsttbhange through time,
provoking behaviour or structural changes in the orgainsa® hus, VOF will be-
come an excellent tool when dealing with organisationaptataon.
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1.4 Agent-Oriented Modelling for Describing Agent
Organisations

Agent-oriented modelling as advocated by Sterling & Tavgs8] presents a holis-
tic approach for analysing and designing organisationsisting of humans and
technical components. We subsume both under the telagexit which we define
as an active entity that can act in the environment, pereaieats, and reason [59].
We term organisations consisting of human and man-madédsgssociotechnical
systems

The core of agent-oriented modelling lies in the viewpaiatfework that can be
populated with different kinds of models. Figure 1.3 depitte viewpoint frame-
work populated with a particular set of models by Sterling &@ter [59] that we
are going to use in Chap. 4 Sect. 4.6 for the case study of miagign adaptive
socio-technical system for cell phone manufacturing. Tieegoint framework rep-
resented in Figure 1.3 maps each model to the vertical viewpepects of interac-
tion, information, and behaviour and to the horizontal editton layers of analysis,
design, and platform-specific design. Each cell in the tabfFesents a specific
viewpoint. Proceeding by viewpoints, we next give an ovamwbdf the types of
models employed in Chap. 4 Sect. 4.6.

Viewpoint aspect
Abstraction Interaction Information Behaviour
layer
Analysis Rolemodels | Domain Goal models
and model and
organization motivational
maodel scenarios
Design Agent Knowledge Scenarios and
models, model behaviour
acquaintance models
model, and
interaction
models
Platform- Platform-specific design models
specific design

Fig. 1.3 The model types of agent-oriented modelling

From the viewpoint obehaviour analysisa goal modelcan be considered as
a container of three components: goals, quality goals, aled [59]. Agoalis a
representation of a functional requirement of the soclut@al system to be devel-
oped. Aquality goal as its name implies, is a non-functional or quality requieat
of the system. Goals and quality goals can be further deceatpimto smaller re-
lated subgoals and subquality goals. The hierarchicattire is to show that the
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subcomponent is an aspect of the top-level component. Godéls also determine
roles that are capacities or positions that agents plafi@gdles need to contribute
to achieving the goals. Roles are modelled in detail in tlegvpbint of interaction
analysis. The notation for representing goals and rolelsag/s in Figure 1.4. This
notation is used in Chap. 4 Sect. 4.6 in presenting requinésrfer the case study
of an adaptive socio-technical system for cell phone mantufang. Goal models
go hand in hand witlmotivational scenariothat describe in an informal and loose
narrative manner how goals are to be achieved by agentsmgm#wt corresponding
roles [59].

From the viewpoint ofnteraction analysisthe properties of roles are expressed
by role models. Arole modeldescribes the role in terms of the responsibilities
and constraints pertaining to the agent(s) playing the @tganisation modeis
a model that represents the relationships between the obléee sociotechnical
system, forming an organisation [59]. Organisation modedscentral in designing
sociotechnical systems because organisational relaijpm®etween roles essen-
tially determine interaction between roles in an orgamsatinteractions will be
addressed from the viewpoint of interaction design.

From the viewpoint oinformation analysisdomain modetepresents the knowl-
edge to be handled by the sociotechnical system. A domairehooasists of do-
main entities and relationships between them. A domairyeista modular unit of
knowledge handled by a sociotechnical system [59].

From the viewpoint ofnteraction desighagent model¢ransform the abstract
constructs from the analysis stage, roles, to design agistagent typeswhich
will be realized in the implementation process. Tdeguaintance modetomple-
ments the agent models by outlining interaction pathways/éen the agents of
the systemlnteraction modelsepresent interaction patterns between agents of the
given types. They are based on responsibilities definedéocorresponding roles.

From the viewpoint oinformation designthe knowledge modedescribes the
private and shared knowledge by agents of the Multi-Agest&y to be designed.
Finally, from the perspective dfehaviour desigrscenariosandbehaviour models
describe the behaviours of agents in the system.

Symbol Meaning

Goal

> Quality goal

i Role

Relationship between goals

Relationship between goals
and quality goals

Fig. 1.4 Notation for modelling goals and roles
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We described one possible way of populating the viewpoiami&work with
models. Agent-oriented modelling is a generic approadterahan another AOSE
methodology. It means that rather than using particulaegyg@f models, the com-
pleteness of the design process matters. Design is convgbete all the viewpoints
corresponding to the cells of Table 1.3 are covered by moBetexample, in Chap.
7 of [59] it is demonstrated how the viewpoint framework carpbpulated by (com-
binations of) models originating in the following AOSE metiologies: Gaia [9],
MaSE [16], Tropos [7], Prometheus [53], ROADMAP [45], and IRAOR [61].
Agent-oriented modelling thus prescribes neither any ifpeagent-oriented soft-
ware engineering methodology nor any agent-based sofilatferm, but is com-
patible with most of them. Agent-oriented modelling instgaoposes a concep-
tual framework that facilitates achieving the completsn&ssiews and abstraction
layers when designing a sociotechnical system, such asfamiation system or
industrial automation system.

In Chap. 4 Sect. 4.6 we will show how agent-oriented modgitian be applied
to designing adaptive agent organisations. Our startiigt tfoat Section 4.6 is that
adaptivity needs to be part of overall system design [58].

1.5 Decribing Agent Organisations with Groups of Autonomos
Agents in Organized Localities

Agent organisation systerage characterized by loosely coupled, software-contiolle
systems that cooperate to achieve joint goals. Each sygiemates semi-autonomously
in order to pursue individual tasks, but it also obeys theentrconstraints within
its local environment.

The assumption is that subsystems are developed indepgndies to their pur-
poses and unifying requirements of an entire system. Newaarhallenges arise
from a shift from traditional hierarchical organisationdoMulti-Agent Systems
organisation. But it also opens ample of new opportunitigeims of ad-hoc coor-
dination and co-operation in order to maximize throughput avoid breakdowns
of agent organisations.

The integration of subsystems and the growing complexitjonit tasks, the
need for "semantically rich abstract levels of descriptif®®] increases, specially
social concepts like organisations, institutions and reo®, 62]. Social concepts
are a means of explicit representation of global objectames constraints and of
their relation to the level of interacting groups and evernttividuals with their
beliefs, desires, and intentions (BDI).

A conceptual metamodel and architecture is described fougs in Organized
Localities to facilitate the model-based development @ra@rganisations. Locali-
ties capture the idea of a restricted sphere of influencegddd]environmental con-
straints in which semi-autonomous agents cooperate uneeontrol of centralized
regulation bodies, called institutions.
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Agent Organisations.They can be represented by the integration of four dimen-
sions, introduced by Huhn et al. [43] which consists of tteriacting loop:

1. TheEnvironments represented as tHecality which is scanned by the agent
and he performs action inside.

2. TheAgenthas an architecture with dxecution Layewhere the agent is con-
nected to thé.ocality andLocalityRoleis allocated to the agent.

3. TheOrganisationis the connection between tgientand theMASwhere it is
embedded together witnstitution

4. Thelnstitution gives (structural, functional or deontic) rules and normshe
sphere of influence to the so-calledcality.

Representation of the Environment.To handle the environment’'s complexity
the focus is just on the significant parts and to extractecglland pre-process im-
portant information about its state. Besides this filtegngcess the division of the
global environmentinto smaller, well-defined local seasiovith specific properties
and constraints, calleatganized localitiesis necessary. The locality is decomposed
into several scenes and each scene is characterized byatotsstvhich may take
effect on different levels of the system.

An organized locality can be understood as a physical oualipilace offering a
number of opportunities. It has a scope defining a boundargystems may enter,
leave, and return later to the locality. Further a localitgynprovide organisations
to foster coordination. It is associated with the concepinsfitutions to regulate
the interaction of autonomous, heterogeneous agents dg@jysical and technical
constraints. They regulate the agent behaviour in ordeatanice between differ-
ent interests and to establish and sustain certain notiostsloility. Organisations
structure the grouping and collaboration of agents withalbcality.

In order to provide the structure of the localities, we nea@@esentation of
the environment, which enables a proper association bettheespecific regulation
mechanisms and the localities. The institutions which asmaated with a local-
ity, provide regulation mechanisms within the scope of @gjescene. The division
into scenes can be motivated by various tasks rules, pregassjuirements, proper-
ties, constraints or resources (e.g. sensor propertiagment constrains or energy
resources). Within these scenes, associated sets of noenused to regulate the
behaviour and interaction of the agents. According to this,agents need an inter-
nal representation of the context which is relevant in trecBig scope. The locality
is defined as a virtual infrastructure to be used by the agersgshieve goals re-
lated to the subject of the locality. An approach towardspéida IT-ecosystems is
given in Rausch et al. [55] and especially how to create air@mwent standard is
specified in Behrens et al. [5, 6]. Practical approachesame th Gormer et al. [30]
for integrating also institutions, Chu et al. [10] for cominig tools for agent-based
traffic behaviour which the novel traffic context for adaptsystems is described
in Gormer et al. [29] and an application in Gormer & Mumme][&r cooperative
traffic behaviour.
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Representation of the AgentsBased on the design of intelligent agents of
Muller [51], also Huhn et al. [43] propose @agent architecturavith four layers:
Social Context LayeSCL), Individual Context Laye¢lCL), Execution Laye(EL),
andMechatronic LayerML) (see Fig. 1.5). Agents perform predefined atomic or
sequenced (plans) actions related to their goals. Goalpkms are potentially
spread among multiple agents (joint goals/plans). Eacérlags an authority. If

Social World I Joint

JointPlans (I)

Goals (D)
Social Integrated view on environment (social world state).

E:;‘;f’“ Enables social adaptation w.r.t. joint goals/plans.
Using social belief (data) and capabilities (logic).

Negotiation

S, Indiv. World \ - Goals Individual consideratign of the environment.
d State (B) & (D) Individual  Controls agent behavior w.r.t. goals and plans.
Plans (1) - f:":x‘ Analysis, planning and selection of control functions.
...... NN e —T T % v Using individual belief (data) and capabilities (logic).
Decision

Making
Execution

Execution  EX€cution of control functions and monitoring.
Layer Reactive behavior for sudden environ. changes.

Mechatronic Mechanical/electronic properties of the agent.
Layer Provides sensor data and controls actuators.

Fig. 1.5 AAOL Agent Architecture [43]

multiple agents act in the same locality, joint tasks havegteoordinated in groups
and resource conflicts need to be solved.

Relations of an agent in a metamodel are described accotaliRgcher [35]:
an agent has accesses to a set of resources (information|ddye, ontologies,
etc.) from its environment, i.e., the locality. Furthermoan agent has goals and is
able to take on locality roles (to act in accordance to a pdawa) behaviours, which
are represented by the agents’ capabilities. By actingdkeataeceives positive or
negative rewards. Additionally Fischer uses the concephstanceshat can be
considered as run-time objects of an agent that defines thesponding type.

Representation of the Organisation.In the agent architecture described in
Fig. 1.5 organisations are located in tBecial Context Laye(SCL) and can be
seen as computational methods inspired by concepts fronoetpand sociology
that appear as one entity in the locality based upon sociHfarctional distinctions
and roles amongst individuals. Organisations can alsorbetated hierarchically
e.g. by providing certain agents with more authority thameos through role defi-
nitions. A peer-to-peer architecture is any distributetivoek composed of agents
that make a portion of their resources directly availablettoeer agents, without
the need for central coordination instances. Peers aresbipiiliers and consumers
of resources, in contrast to the traditional client-semedel. The fully connected
architecture has a general form of a chief director usualtynfng the single well-
informed element, the so-called "voice” of an organisatiorthe outside, to sub-
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division managers and to the workers. A group can be seen pecéabzed entity
(or subsystem) of an organisation, usually consisting ohgne leader and workers
to reach a common goal or achieve a joint plan. For this, comecation, negotia-
tion and conflict resolution is connecting the individualiwthe social context layer.
The connections between the agents with different roledyinmperaction guaran-
teeing the service of the localities; this may lead to cotsflaetween agents which
need to be handled like in Le et al. [47].

Fig. 1.6 is an extension of [35] and shows the metamodel odrisgtions. It
includes the concept of a@@rganisationand its Structure Group and itsContexf
Institution and Norm, Binding, InteractionUse ActorBinding Interactionand its
Protocolsfor Communicatiorand Coordination LocalityRole Actor andAgentas
well asCapabilityandResourcéfrom the agent aspect). An organisation is derived
from the agent perspective and it inherits characteristiean agent [35], i.e. capa-
bilities which can be performed by its membersGhoup is a special kind of an
organisation that is bound by@roup contextThe Structuredefines the pattern of
the organisation. It can bind agents or organisations th.¢icalityRole Interaction
in an organisation has internal protocols that specify hiswriembers communi-
cate with each other and coordinate their activities. Fteraction,LocalityRoles
are bound tActors (by ActorBinding that can be considered as representative en-
tities within the corresponding interaction protocolsughan actor can be seen as
an agent (or organisation) withRoleand a task.

package Data| [@ MMOrg |
z i Or izati: i éroup L 5 Group Comen‘
e 1
1
~ 1 + | InteractionUse H Interaction
1 1 1
1
- 0.*]
7 | Communication m Coordination |
1 : 1 (]
. A A8

Communication ‘ Coordination

LocalityRole Structure
1

b o

| Binding r—cl 71 ActorBinding

v 1

Protocol Protocol

Fig. 1.6 Metamodel of Organisations and Roles [43]

A role defines the behaviour of an agent in a given context,(@xgorganisation).
Therefore it provides an agent with capabilities and a se¢sdurces it has access
to. An actor can be considered as a generic concept and bitidés instances di-
rectly or through the concepts LocalityRole and Bindinge Bet of bound entities
could be further specialized through the subactor (speat#n of the superactor)
reference that refers again to an actor.

Groupingallows an agent to extend its range of perception (RoP) blyaxging
information with other members. Agents are coordinatedratig level. Group-
oriented coordination allows agents e.g. to form fastersdmder agent groups like
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in Gormer & Miuller [31]. In Chap. 4 Sect. 4.8 a detailed dgstion of group-
oriented coordination is given.

Representation of the Institution. Institution is associated with a locality and
provides normative regulations (norms) and mechanismstabksh or to ensure
their compliance. It acts through an organisation that etescinstitutional tasks.
The tasks contributing to norm compliance are:

1. Aninformation serviceadministers the identities of agents currently present in
the locality and provides them with knowledge about theentrnorms,

2. Norm monitorgmonitor whether the agents behave according to the norneslbas
on the information gathered froobservers

3. A norm enforcemerguarantees that control is imposed on the agents participat
ing in the locality in such a way that they will behave normggiant to assure
vital global objectives and the safety of individuals.

Norms are an explicit description of the regulations thatego the agents’ be-
haviour in the locality for the benefit of the community angkelf as a member of
it. In the approach of Huhn et al. [43], norms are defined byirikgtution in a top-
down manner and they consider that the agents are able tostaile these norms.

Huhn et al. uses institutional agents (IAs), which act pnegely on agents
only in case of obligations. At each step, the I1As computestadf candidates of
agents, for which an obligation applies. For each candjdhtelAs then identify
forbidden actions, from the list of possible actions definedesign time. Only at
this moment the |A acts and restricts the candidates froffopeimg the forbidden
actions. The other types of norms are handled by means ofdevead sanctions.
A more detailed study is described in Klar & Huhn [46] for irffeeces and models.

A main benefit of the described approach based on Huhn etthati#s concepts
(localities, institutions, and norms) provide designeithunstruments for flexible
modelling of different control topologies of agent orgaatisns, ranging from cen-
tralized and homogeneous to decentralized and heterogesettings. Further, the
multi-agent based approach in conjunction with the loieaitoncept supports well
decentralised systems design scenarios, where the diffpagts evolve indepen-
dently from each other while having to obey certain invasa rules constraining
the overall structural or behavioural development of agegénisations.

1.6 Conclusion and Discussion

In this chapter we have detailed four organisational mo@@#ssidering the synthe-
sis presented in [15], where the authors have analyzedrexistganisation models
(MOISE, AGR [24], TAEMS [15, 48], ISLANDER [22], OperA [18AGRE [25],
MOISEInst [28], ODML [37], STEAM [60], AUML [54], MAS-ML [57)), different
modelling dimensions have been exhibited (cf. Table 1.1).

It is shown that an organisational model may provide contsro represent for-
mal patterns in the structure and functions of an agent ésgton, these patterns
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being either static or kinetic. This general analysis leagdsit four cohesive cate-
gories of modelling constructs in an organisational model:

e Organisational Structureconstructs to represent what aspects of the structure of
the agent organisation have to be invariant through time;

e Organisational Functionsconstructs that represent global goals and goal de-
compositions to be accomplished by the agent organisation;

e Organisational Interactionsconstructs to represent time-dependent aspects of
standardized actions and interactions involving the etemifom the organisa-
tional structure and organisation function;

e Organisational Normsconstructs to further regulate and show how organisa-
tional structure (time-independent relations), orgaiosal interaction (time-
dependent functioning) and organisational functions aterielated.

Beyond these dimensions that are mostly found in existigamisational mod-
els, other complementary traits of agent organisations baen found:

e Organisational Environmentconstructs to represent a collection of resources
in the space of the agent organisation formed by non-autonerantities that
can be perceived and acted upon (manipulated, consumetliqad, etc.) by the
components agents;

e Organisational Evolutionconstructs to model changes in the organisation (for-
mal structure, norms and goals) at some points in the timedardo adapt the
functioning of the agent organisation to new demands framethvironment;

e Organisational Evaluationconstructs to measure the performance of the formal
structure and norms of an agent organisation w.r.t. speyufits;

e Organisational Ontologiesconstructs to build conceptualizations regarding the
application domain of the agent organisation that must Insistently shared by
the component agents. These global conceptualizatiommpogtant to maintain
the coherence of the activity inside the agent organisation

The models detailed in this chapter (VOM, Agent-Orienteddiglting and Au-
tonomous Agents in Organized Localities (AAOL)), confirne texistence of these
dimensions and the diversity of constructs proposed in thitiMgent literature
to define organisation for agents to coordinate in decenécland open systems.
More specifically:

e Organisational Structure - in almost all models this is thmpry modelling con-
cern. The main modelling elements found were roles, groamd relationships
between them. The structure of roles and groups defines ensyat possible
positions where the agents should find a place to become a emexhan agent
organisation.

e Organisational Interactions - found mainly in ISLANDER a@©gerA. In this
respect, the models provide constructs to express the dgransommunica-
tive interactions between the agents (positioned in théabkstructure). Some
constructs are interaction protocols, scenes and scarsss. In AAOL it is
found in Gormer et al. [30] to evaluate the system with aeriattion level to
combine the micro and macro level of a Multi-Agent System.
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Table 1.1 Organisation Modelling Dimension in some organisationatgls.

Organisational Function - appeared with more emphasis IEM&, STEAM
and MOISE+. In these models, (one of) the main concern isdvigge means to
specify procedures to achieve goals. In order to model &aigife, we find in the
models conceptual elements such as tasks or goals, missididans. In AAOL
it is designed in its structure on the individual and glokaitext layer.
Organisational Norms - described in term of deontic norregffate the be-
haviour of social entities: what they are allowed to do - clirer indirectly -,
what they are obliged to do, etc.). ISLANDER, OperA, MOIS&land AAOL
are representative examples of organisational modelptioaide mechanisms
to specify normative structures.

Organisational Environment - here the models provide méamkescribe ele-
ments lying in the topological space occupied by the agegdarosation and the
way agents (positioned in the social structure, perforraomge task and/or in the
course of some dialogical interaction, respecting sommapare related to these
elements. AGRE, MAS-ML and AAOL are examples of organigaianodels
(modelling techniques) that provide constructs to represganisation environ-
ment elements. MOISE+ and VOM define environment by meaniseoAgents
and Artifacts (A&A) conceptual framework.

Organisational Evolution - this is related to modelling Wy organisations can
change (their social, task decomposition, dialogical, aodnative structures)
in order to cope with changes in its purpose and/or envirarimmong the
organisational models reviewed, MOISE+ and its extensi@ISEInst explicit
address organisation evolution issues. AAOL has a big focuadaptivity and
controlling in order to achieve a system balance of an ITsgstem.
Organisational Evaluation - in order to modify some orgati@s (re-organisation)
it is important to know how well the present organisationésfprming. Thus,
some models have elements to specify means to assess sqreetipsoof an or-
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ganisation. Among these we have found TAEMS and ODML. Haetialuation
is also done by AAOL.

Organisational Ontology - here we find ontologies used tagdahe elements
of the other dimensions as can be seen in the organisatiau#islSLANDER
and OperA, and to define mental states of the agents in VOM.ABIAthere
exists also works for ontologies.
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Chapter 2
Modelling Agent Institutions
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Abstract Everyday uses of the notion of institution and some typinatitutions

have been studied and formalized by economists and phitesspBorrowing from
these everyday understandings, and influenced by theidiarations, the notion of
institution has been used within the agents community toehadd implement a
variety of socio-technical systems. Their main purpose @ableandregulatethe

interaction among autonomous agents in order to achieve softective endeav-
our. In this chapter we present and compare three frameviorksyent-based in-
stitutions (i) ANTE, a model that considers electronicitosions as computational
realizations of adaptive artificial environments for gaviag multi-agent interac-
tions; (ii) OCeAN, extended in MANET, a model for specifyidgtificial Institu-

tions (Als), situated in agent environments, which can bedus the design and
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implementation of different open interaction systems; éija conceptual core

model for Electronic Institutions (EIs), extended with B[based on open, social,
decomposable and dialogical interactions. Open chalkeimgée specifications and
use of institutions for the realization of real open intéi@tsystems are discussed.

2.1 Introduction

In everyday language, the notion of “institution” is usedlifierent contexts, for ex-
ample when one talks about the “institution of marriage”ewhve say that a given
university is an “institution of higher education”, or where say that a politician
does not behave “institutionally”. Those everyday usessamde typical institutions
have been studied and formalized by economists, polit@ahsists, legal theorists
and philosophers (see [2, 49]). There are three featuréshibse conventional un-
derstandings have. The first is the distinction betweeritutonal” and “brute” (or
actual, physical or real) facts [51, 34], and the correspord between the two. An-
other key conceptual element is the separation betweengtitition itself and the
agents that participate in the collective endeavor thagptirpose of the institution.
Finally, the assumption that institutions involve regigdas, norms, conventions and
therefore some mechanism of governance that make thoseoocamis effective. In
fact, most theoretical approaches to conventional irt&iits may be distinguished
by the way this last assumption is made operational. In @dai, while some ap-
proaches (for instance North [44] and Ostrom [46]) takeitui$ons to be the con-
ventions themselves—and consequently draw a clear distinoetween institutions
(conventions) and organisations (the entities that puttimentions in practice)—
others (like Simon [52]) take institutions to be organisasi (with rules or norms,
institutional objects and due processes or procedurestitikeep individuals out
of the institution.

Borrowing from these everyday understandings, and infleértay their for-
malizations, the notion of institution has been used withie agents community
to model and implement a variety of socio-technical systémas serve the same
purposes that conventional institutions serve. Artifigidéctronic, agent-mediated,
agent-based or, simply, agent institutions are some oftimeg that have been used
to name such computational incarnations of conventiorsitirtions in the agents
community, and for the sake of economy we take them as synouagim this in-
troduction. Their main purpose is émableandregulatethe interaction among au-
tonomous agents in order to achieve some collective endeavo

These agent institutions, as agent-based organisatiqgndajoa crucial role as
agreement technologiégcause they allow to specify, implement and enact the con-
ventions and the services that enable the establishmestytean, monitoring and
enforcement of agreements among interacting agents.

Agent institutions have been implemented as multi-agesiesys using different
“frameworks” (conceptual models that have associatedstantl a software archi-
tecture that allow implementation of particular instituts). However, these artifi-
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cial institutions all hold three assumptions that mirrar three features of conven-
tional institutions mentioned above:

1. Institution, on one hand, and agents, on the other, aentak first-class enti-
ties. A particular institution is specified through a cortc@bmodel, based on a
metamodel, that may be more or less formalized, then it mamp&emented on
some type of institutional environment and enacted throntgnactions of some
participating entities.

2. Institutions are open MAS, in the sense that: (i) it is nodwkn in advance what
agents may participate in an enactment, now when thesesageyt decide to
enter or leave an enactment; (ii) the institution does natkmwhat the partic-
ular goals of individual agents are; (iii) the institutioashno control over the
internal decision-making of agents (iv) agents may not s&mely comply with
institutional conventions.

3. Institutions are regulated systems. Interactions iratfent institution must com-
ply with some conventions, rules, and norms that apply toygvarticipant agent
and are somehow enforced. Regulations control interaxtio are applicable
to individual agents in virtue of the activities they perfoand not because of
who they are.

There are several ways that these assumptions lead to memisgnotions of
what constitutes an institution and how these may be imphéeae This chapter dis-
cusses three frameworks that actually achieve that obgebtit before discussing
those frameworks we would like to provide some background.

Institutions are Normative MAS. Institutions are a class of “normative multi-
agent systems” (norMAS) [7, 6]:

A normative multi-agent systeim a multi-agent system organized by means of
mechanisms to represent, communicate, distribute, detesate, modify, and
enforce norms, and mechanisms to deliberate about normdedacdt norm vio-
lation and fullfilment.

The ground assumption in normative MAS is that norms are tsednstrain un-
desired behaviour, on one hand, but they also create a spat@emction where
successful social interactions take, which as we mentibeéare is what agent in-
stitutions do by setting and enforcing the rules of the gamesting an institutional
reality where these rules apply and are enforced. Not singty, agent institu-
tions do have mechanisms that are similar to the ones listdeidescription above
because institutions (by definition) create the space obdppity and constrain
interactions to better articulate towards the common eraleaThe class of norma-
tive MAS and agent institutions are not the same because dippimg between the
ideal mechanisms and the way an agent institution framewsapkures the mecha-
nism is not obvious and is seldom fully established. Thefeihg sections will give
substance to this last claim but some three prior qualiioatare due.

e Itis usually assumed that norms ought to be expressed atid@ymulas with a
standard proof-theoretic notion of consequence assddiatbem. This is useful
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for a declarative description of conventions that is eagotomunicate, promul-
gate and perhaps reason about (at design time as well as @tne)n However
it is not absolutely necessary, this because there may lee otimvenient ways
of expressing different types of norms. For example, afficéti institution may
express conventions that constrain agent actions in puvakghon-declarative)
form, for instance using commitment-based protocols aathdical games, and
still use, say, model-checking devices to prove normatieperties of the pro-
tocol. Likewise, an electronic institution describes pissions, obligations and
prohibitions through finite state machines whose transstiare in fact condi-
tional statements in a first order language and paths andagatipn take the
function of the modal operator; and in these networks, eald?etri nets may
provide appropriate semantics for on-line and off-linemative conflict detec-
tion, for example.

e It is usually understood that such deontic formulas are ghda fully specify
and govern a multi-agent system. Not really. In addition ¢okection of norms,
a normative MAS requires several institutional construttsder to legislate, ap-
ply, enforce and modify norms. Constitutive conventionsgwample may need
extra-normative devices like bonds and identity certiéisatio provide entitle-
ments to participating agents. Govenance mechanisms rgaireghe existence
of institutional agents that perform norm-enforcementtions, etc.

e Normative notions are pertinent only if norms may be viadat€he actual sit-
uation is richer. There are application contexts where geaece may need to
be fully regimented (in electronic markets, for instanaa] athers that may not
(conflict resolution, for example). Hence, enforcementma@isms in an agent
institution may involve a variety of components dealinghwbservability of ac-
tions, institutional power, law enforcement roles, repamnaactions, etc.

Institutions vs organisations The notions ofinstitution and organisationare
closely related. The essential distinction, bluntly spegkis that the institution is
focused on what can be done, while organisations on who tldestitutions, thus
deal mainly with norms and governance, while organisationslve individuals,
resources, goals. An institution creates a virtual envirent, an organisation is an
entity in the world (a crude physical reality). An organisathas boundaries that es-
tablish a clear differentiation: some rules apply insidbeos apply outside; there is
organisational staff, and there are customers and suppinare is a macroeconomic
environment and there are objectives of the firm. On the dthed the organisation
also has several institutional components: best pra¢toesal structure and roles,
decomposable activities, internal governance. Althoumghdistinction exists and
may be formally stated in a crisp way, when we treat agenitinisins, we tend to
bundle together the specification of the institution witk tnplementation of that
specification and what really blurs the distinction, we temaientify the electronic
institution (the virtual environment) with the running s that deals with actual
transactions: that is, with the computational systardthe firm that runs it.
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Institutional Frameworks In this chapter from Section 2.2 to Section 2.5 we
will present three frameworks for agent-based institigitimat illustrate how the
previously mentioned ideas about institutions are madesgenough to model ac-
tual institutions and implement them as multi-agent systérhose frameworks are:
(i) ANTE, a model that considers electronic institutionscasnputational realiza-
tions of adaptive artificial environments for governing tiragent interactions; (ii)
OCeAN extended in MANET, a model for specifying Artificialdtitutions (Als),
situated in agent environments, which can be used in thgidasid implementation
of different open interaction systems; and (iii) a framekvéor Electronic Insti-
tutions (Els), extended with the EIDE development envirentnbased on open,
social, decomposable and dialogical interactions. IniGe@.6 we discuss and
compare those three frameworks for agent-based instiitieinally in Section 2.7
some open challenges in the field of specifications and usestfutions for the
realization of real open multi-agent systems are discussed

We should mention that in addition to these three framewdhese are at least
three other proposals that share the above principles. TdtaésfitheOMNI model
[18], which derives from th©perAandHARMONIAframeworks introduced in the
dissertations of Virginia Dignum [17] and of Javier Vazgtf&alceda [56] respec-
tively. TheOMNI model allows the description of MAS-based organisationsreh
agent activities are organized as agent scripts (scerasyrn built around a collec-
tive goal. The admissible actions of each scene are regiltgta set of norms. The
OMNI model contains three types of institutional componentnradive, contex-
tual and organisational; whose contents are specifiable@etievels of abstraction:
descriptive, operational, implementation. Lately, thaydrdeveloped th®perettA
framework [1], to support the implementation of real MAS.€eT$econd one is the
instAL framework that puts together the research developed overyess in the
University of Bath [15, 13]InstAL is a normative framework architecture and a
formal mathematical model to specify, verify and reasonualborms that are used
to regulate an open MAS. Finally, the third one is the recenppsal by J. Pitt
et al. [48] that stems from [5] and draws on institutionalion$ proposed by E.
Olstrom [47].

2.2 The ANTE framework: Electronic Institutions as Dynamic
Normative Environments

In this section we will consider electronic institutionsasnputational realizations
of adaptive artificial environments for governing multiea interactions.

The use of arklectronic Institutionas an infrastructure that enables regulation
in multi-agent systems presupposes the existence of a caramdronment where
norms (see Paf?) guide the way agents should behave. The role dfstitutional
normative environment37], besides providing a set of regulations under which
agents’ collective work is made possible, is twofold: to dh&hether agents are
willing to follow the norms they commit to (through monitog), and further to
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employ correction measures as a means of coercing agerdanulyc(through en-
forcement) (see also Chap? on this).

Furthermore, when addressing open systems, the normatnm@ement should
enable the run-time establishment of new normative reiatigps, which are to be
appropriately monitored and enforced. Hence, instead whbaa predefined nor-
mative structure, the shape of the environment will evolve adapt to the actual
normative relationships that are established.

In order to make this feasible, we believe it is importanttoyide some infras-
tructure that facilitates the establishment of norm goedmrelationships. For that,
we propose the provision, in an electronic institution folah, of a supportive and
extensiblenormative framework38]. Its main aim is to assist software agents in the
task of negotiating and establishing electronic contracts

Having in mind real-world domains such as agreements guiyedlectronic
contracting, the normative environment will, while momitm the compliance to
norms that apply to specific contracts, record a mapping fterelevant interac-
tions that take place (which concern electronic contrgcérchanges). The con-
nection between real-world interactions and the instindi environment is made
throughillocutions (speech acts) that empowered ageAtpfBform with the intent
of informing the institution that certain contract-reld&vents have occurred. With
an appropriate interface between the normative enviroharehthe statements that
agents make, we incrementally build a staténsfitutional reality[51], which is an
image of relevant real-world transactions that are, thindhg means, institutionally
recognized (i.e., transactions are turned insgditutional factsinside the normative
environment).

Hierarchical normative framework . In order to facilitate the establishment of
electronic contracts, the normative environment shoudige a supportive and ex-
tensible normative framework. This framework may be irspioy notions coming
from contract law theory, namely the use of “default rulel][- background norms
to be applied in the absence of any explicit agreement todh&ary. We therefore
propose that this normative structure is composed of a fitleyaof contextq39],
within which norms are created that may apply to sub-costé&itie context hierar-
chy tries to mimic the fact that in business it is often theedhsit a B2B contractual
agreement forms the business context for more specificadstthat may be cre-
ated. Each contract establishes a new context for normcatylity.

A norm defeasibilityapproach [38] is also proposed in order to determine
whether a norm should be inherited, for a specific situafimm an upper context.
This feature allows the normative framework to be adapebétter fit a particular
contract case) and extended (allowing new contract typée tdefined). Further-
more, the rationale behind the possibility of overridiny aorm is based on the
assumption that “default rules” should be seen as fadilgatather than constrain-
ing contractual activity [35] (see also Ch&®.on defeasibility of rules in law).

Adaptive norm enforcement Adaptive enforcement mechanisms are important
in open environments, where the behaviour of an agent popuaieannot be directly
controlled. When the normative specification of contraotdudes flaws, namely
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by omitting normative consequences for some contract eretdtoutcomes, self-
interested agents may try to exploit their potential adagatand intentionally vio-
late contract clauses.

In general, an institution may employ two basic kinds of $@ms in order to
incentive norm compliance. Direabaterial sanctionsnflict immediate penalties,
whereas indirecsocial sanctiondiave a more lasting effect, e.g. by affecting an
agent’s reputation. The effectiveness of these alteresitinay differ according to
the agents that interact within the institutional envir@m If agents are not able to
take advantage of reputation information, the use of malteanctions is probably
a better alternative. Having in mind the deterrence effécamctions (i.e., their
role in discouraging violations), an institution may useaaaptive sanction model
to maintain order (by motivating agents to comply) and cqosatly trust in the
system.

Economic approaches to law enforcement suggest analyaimgiisns by tak-
ing into account their effects on parties’ activities. Basa this understanding, we
have designed and experimentally evaluated a modeldaptive deterrence sanc-
tions[40] that tries to enforce norm compliance without excesgicompromising
agents’ willingness to establish contracts. Raising detee sanctions has a side
effect of increasing the risk associated with contractictiydies.

We believe that our approach, which has been implementedrasfithe ANTE
framework [41], has the distinctive features of being batlopen and a computa-
tionally feasible approach to the notion of artificial itigtion. In fact, arinstitution
is grounded on some notion of regulation, which is matergalithrough rules and
norms. While some researchers, mostly from fields other tmanputer science,
take an abstract and immaterial perspective to institatiore find it natural, when
addressing electronic institutions, to follow a more pto@cstance and ascribe to
an electronic institution the role of putting its regulaisinto practice. These regula-
tions are seen as evolving according to the commitmentatieits, when interact-
ing in an open environment, are willing to establish amotigsinselves, relying on
the institutional environment for monitoring and enforaarhpurposes. The guiding
line for our approach has been the field of electronic cotitrgc

2.3 The OCeAN metamodel for the specification of Artificial
Institution

OCeAN (Ontology CommitmEnts Authorizations Norms)[30] &7a metamodel
that can be used for specification of Artificial Institutiai#ds). Those institutions
thanks to a process of contextualization in a specific apfptio domain can be used
and re-used in the design of differegen systemthought for enabling the interac-
tion of autonomous agents. The fundamental concepts tleat toebe specified in
the design of artificial institutions are:
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e anontologyfor the definition of the concepts used in the communicatioth a
in the regulation of the interaction. With an applicatiodépendent component
with concepts and properties that are general enough (li&enotion of time,
action, event, obligation, and so on) and an applicatioreddpnt part;

e the possibleventsactions institutional actions and eventeat may happen or
can be used in the interaction among agents, this mainlyrimstef preconditions
that need to be satisfied for their successful performandeeffiects of their
performance;

e therolesthat the agents may play during an interaction and the roleslaying
such roles;

e anagent communication language (AChy enabling a communication among
agents, for example for promising, informing, requestamgyeeing and so on;

e the set ofinstitutional powerdor the actual performance of institutional actions;

e the set ohormsfor the definition ofobligations prohibitions andpermissions

In our past works we have proposed a commitment-based sesiahtin agent
communication language [26] that is regulated by the basititution of language
[30]. We have formalized the concepts for the specificatibAls using different
formalisms, and we have used them for specifying the irtgiitg necessary for the
design of different types of electronic auctions. In paite initially we specified
our metamodel with a notation inspired by the UML metamodhel we used the
Object Constraint Language [45] as notation for expressorgstraints [31]. Sub-
sequently, due to difficulties of efficiently matching the'ms that regulate agents
interaction with the actions performed by the agents anchées to perform au-
tomatic reasoning on the content of messages and norms, sigedeo formally
specify the basic concepts of our metamodel by using ther&is&vent Calculus
(DEC), which is a version of the Event Calculus. The EventGlals is a formalism
that fits well for the purpose of reasoning about action arzhgk in time, it has has
been introduced by Kowalski and Sergot in 1986 [36]. DEC hesnhintroduced
by Mueller [42] to improve the efficiency of automated redagrby limiting time
to the integers. This formalism has the advantage of malkasgeethe simulation
of the dynamic evolution of the state of the interaction arakimg possible to per-
form automated reasoning on the knowledge about the stdke éfiteraction. The
main limits of this approach are that the DEC formalism iswiadiely known among
software engineers and the performances of the prototyievd implemented for
simulating a run of the English Auction did not scale welllwihe size of the con-
cepts represented and the number of participating agents.

Consequently in 2009 we started to investigate the poggilbd specify our
model using Semantic Web Technologies [28, 25] (see alsu?ParWe proposed
to specify the concepts (classes, properties, and axiohtis¢ @CeAN metamodel
using OWL 2 DL: the Web Ontology Language recommended by W@&tch is
a practical realization of a Description Logic system kn@s$SROIQ(D) We pro-
posed arupper level ontologyor the definition of the abstract concepts used in
the specification of every type of artificial institutiorkei the concept oévent ac-
tion, time event, change evetémporal entity, instant of timand so on. In partic-
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ular for modelling time we used the standard OWL Time Ontglognriched with
some axioms useful for deducing information about instdriinoe and intervals.
We specified th©WL Obligation Ontology25] that can be used for the specifica-
tion of the obligations that one agent has with respect tdremagent to perform
one action that belongs to a class of possible actions, nvahgiven deadline, if
certain activation conditions hold, and certain termimgittonditions do not hold.
Those obligations can be used to specify constrains on tievimur of the interact-
ing agents and to express the semantics of conditional gemgiommunicative acts
[29]. TheOWL Obligation Ontologyogether with some functionalities realized for
performing closed world reasoning a certain classes casée formonitoringthe
evolution in time of the state of the obligations on the baibe events and actions
that happens during the interaction. In fact reasoning inLO%\based on aopen
world assumptiout in our model, in order to be able to deduce that an obtigati
to perform an action, when the deadline is elapsed, is \&@dlatie need to imple-
ment closed-world reasoning and assuming that in the ictieracontexts where
this model will be used, not being able to infer that actios been performed in the
past is sufficient evidence that the action has not been ipeei. Regarding moni-
toring it is also important to solve the problem of finding dficeent and effective
mechanism for mapping real agents’ actions in element ofO¥\4 ontology for
being able to perform automated reasoning on them and degiti@t an obligation
to perform a given action is fulfilled or violates. Currentihe OCeAN meta-model
has not been completely specified using Semantic Web Teogies| we plan to do
it in our future works.

The main advantage of the choice of using Semantic Web téobies is that
they are increasingly becoming a standard for Internetiegpdns, and given that
the OWL logic language is decidable, it is supported by maagoners (like Pellet
and HermiT), tools for ontology editing (like Protégé)dalibrary for automatic
ontology management (like OWL-API and JENA). Moreover tpedfication of
artificial institutions in OWL makes them easily reusablelag construct in many
different applications in different domains.

2.4 Artificial Institutions Situated in Environment: the MA NET
model

Thanks to the Agreement Technology COST Action in 2009 weedao investi-
gate how to integrate the studies on the model of agent envients [57], in par-
ticular the model presented in the GOLEM framework [10] hahie OCeAN meta-
model of Al. As first result of this work we proposed the MANEM{lti-Agent
Normative EnvironmenTs) model where Al are situated in &gamironments [54].
One of the most important tasks of anvironments to mediate the actions and
events that happen, whemeediatemeans that an environmentis in charge of regis-

1 http://www.w3.0rg/TR/owl-time/
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tering that an event has happened and of notifying this eéeeait agents registered
to the template of this event (the agents that have a sensthigotype of events)
[10]. An environment is composed objectsandphysical spacesand is the place
whereagentsinteract. A physical space describes the infrastructuthefsystem
and its infrastructural limitations to the agents behavinderms of physical rules.

Given that Als are abstract description specified at desiga,tit is crucial to
specify how certain Al can be concretely used at run-timetlier definition and
realization of open systems. Therefore we proposed todnte in the model of
environments the notion ofistitutional spacehat is used for having a first-class
representation of Als. In particular institutional spacegresent the boundaries of
the effects of institutional events and actions performgdhe agents, they may
contain sub-spaces, and they enforce the norms of the systeasponse to the
produced events.

Given that institutional spaces may contain sub-spacispdssible that the dif-
ferent Als, used for the specification of different instibutal spaces, may present
some interdependencies. For example in a marketplace whassmmany differ-
ent auctions represented with sub-spaces created usiiegedif Als. Given that
agents may contemporarily participate in more than oneespamay happen that
the norms of one space, for example the marketplace, regailst some events of
its sub-spaces, for example by prohibiting to an agent toidanban auction rep-
resented in a sub-space if it has a specific role in the maikee. For soling this
problem it is necessary to give to the designer of the sydtempassibility to define
events that may bebservedutside the boundaries of the space. Another problem
may arise when the rules a space (for example an auctionjategior instance
the participation of an agent to another space (anotheicawat a contract). In this
case we need to introduce in the model the possibility forapaee taotify another
space about the fact that a specific event is happened.

The MANET model of artificial institutions situated in enwitment has been
implemented in Prolog on top of GOLEM platform [10] and it wesed for formal-
izing and running an e-energy marketplace [54] where ageptesenting different
types of energy producers try to sell energy to potentiaboarers.

2.5 Electronic Institutions

The work we have been doing in the IlIA on electronic instdos (Els, for short)
may be observed from four complementary perspectives:

1.The mimetic perspectivé&ls can be seen as computational environments that mimic the
coordination support that conventional human institwiprovide.

2. The regulated MAS perspectiuaderstands Els as open multi-agent systems, that organ-
ise collective activities by establishing a restricteduat environment where all interactions
take place according to some established conventions.
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3. Els as "artifacts” perspectivdakes Els to be the operational interface between the sub-
jective decision-making processes of participants anddbil task that is achieved through
their interactions.

4. The coordination support perspectiviels are a way of providing structure and gover-
nance to open multi-agent systems.

These four characterizations are supported by one singleaab model whose
assumptions and core components we briefly discuss belowripas we’ll also see
below, this abstract model is made operational through ef seiftware components
that follow one particular computational architecture.

Over the past few years we have had the chance to build nusmeramples of
electronic institutions in a rather large variety of apations with those tools [18]

A conceptual core model for Electronic Institutions Electronic institutions are
grounded on the following basic assumptions about intenast

e Open.Agents are black-boxes, heterogenous, self-motivatedvaydenter and
leave the institutional space on their own will.

e Social.Agents come together in pursuit of an endeavour that regjaiollective
participation; thus agents need to be aware of other agadttheir roles and of
the capabilities needed to achieve a particular goal inlaatle activity.

e Decomposabléelo contend with the possibility (due to openness) of largenu
ber of agents being involved in the social interaction wevelthe collective
endeavour to be decomposed into atomic activisesijesthat achieve particu-
lar goals with the participation of fewer individuals. Thecdmposition requires
that scenes be connected in a network in which the achieveoféndividual
and collective goals correspond to paths in that network.

e Replicable.Simple activities may be either re-enacted by differentugsoof
agents or enacted concurrently with different groups.

e Co-incident.An agent may be active, simultaneously, in more than a siagie
tivity 3.

e ContextualOpenness and decomposability limit the knowledge agens b
each other, thus interactions are naturédlyal within subgroups of agents that
share a common “scene context”, while as a dynamic virtug@yethe collectiv-
ity of agents is itself immersed in a larger “institutionaltext”.

e Dialogical. Activities are achieved through interactions among ageorsposed
of non-divisible units that happen at discrete points inetifihus construable
as point-to-point messages in a communication languagiaseven physical
actions may be thus wrapped

2 The IIIA model of Electronic Institutions is the result, mbj, of three dissertations [43, 50, 20]

3 We will deal with to this ubiquity of a given agent agent processebat stem from it, so that we
have an objective ground for concurrency and control isgtresn implementing the institutional
infrastructure.

4 Messages make reference to an application domain and sheubdoperly “anchored” (their
meaning and pragmatics should be established and sharedrtigipants), e.g. the term “pay”
entails the real action of transferring funds in some agtgeth way; in a trial, the constant “exhibit
A’ corresponds to some object that is so labeled and availatthe trial.
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These assumptions allow us to represent the conventiongitheegulate agent
interactions with the few constructs depicted in Fig. 2.heTull detail of these
constructs is presented in [3] but, broadly speaking, tai§pan EI we need:

1. A dialogical frameworkthat consists essentially of (i) a social model of roles
and their relationships; (ii) a domain and a communicatarglages that will
be used to express the institutional messages, plus a fesv lathguages for
expressing institutional constraints, and (iii) an infaton model to keep the
institutional statethat is, the updated values of institutional variables.

2. A performative structuréhat captures the high level structure of the institutional
interactions as a network of scenes connected by transition

3. Procedural and behavioural constrainttsat affect the contents of the performa-
tive structure; namely, (i) preconditions and postcoondii of messages within
scenes, (ii) constraints on the movement of roles betwesmescand (iii) propa-
gation of the effects of actions among scenes; for exprgsdithese constraints
we make use of the tower of languages of the dialogical fraonlew
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Fig. 2.1 Sketch of the Electronic Institutions Conceptual Model.

Our model has a straightforward operational semanticsitutional reality is
changed through agent actions, but only those agent a¢ctiahsomply with the in-
stitutional constraints have any institutional effect. felprecisely, the institutional
state is only altered through actions that comply with tleepdural and behavioural
constraints and in our model the only possible actions antagg take are: to utter
a message, to enter and leave the institution, and to mowveebetscenes. Fig-
ure 2.1, hides the fact that @fectronicinstitution also constitutes the infrastructure
thatenablesactual interactions. Thus, we need that our conceptual hiocledes
all those operations that need to be supported by the inficiste; namely, those
operations triggered by the actions of an agent that we jesttioned, plus those
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operations that the infrastructure itself needs to accismgb that the first ones are
feasible. Table 2.1 summarizes all those operations, #tectdumn indicates the
constructs that the operation updates.

Operation Called by |Effect on

Speak Agent scene

RequestAccess Agent electronic institution
JoinInstitution Agent electronic institution, scene
Leavelnstitution Agent electronic institution, scene
SelectNewTargets Agent transition
RemoveOldTargets Agent transition
StartElectroniclnstitution Infrastructurgelectronic institution
CreateScenelnstance Infrastructur¢scene institution
CloseScenelnstance Infrastructurgscene
EnableAgentsToLeaveOrTransition Infrastructuretransition
EnableAgentsToLeaveAndTransition Infrastructuregtransition
MovingFromScenelnstanceToTransitionInstgicastructurgscene, transition
MoveAgentFromTransitionToScene Infrastructur¢scene, transition
RemoveClosedInstances Infrastructurgelectronic institution
Timeout Infrastructurg¢scene

Table 2.1 Electronic institution operations

One computational architecture for Electronic Institutio ns. The model just
presented may be implemented in different ways. We haveechose particular
architecture (see [24]) where we build a centralized imstihal infrastructure that
is implemented as a separate “social milieu” that medidi¢iseaagent interactions,
as Fig. 2.2 shows.

e GovernorAll communications between a given agent and the institudiee me-
diated by a corresponding infrastructure agent that is @athe institutional
infrastructure called thgovernor(indicated as G in Fig. 2.5).The governor
keeps a specification of the institution plus an updated adikie institutional
state, thus when its agent produces an utterance, thaandteis admitted by
the governor if and only if it complies with the institutidr@nventions as they
are instantiated at that particular state; only then, theramce becomes an in-
stitutional action that changes the state. Likewise, theegmr communicates to
the agent those institutional facts that the agent is edtitb know, the moment
they happen. Additionally, the governor controls navigaf its agent between
scenes, and the production of new instances of the agelfi{ agent processés
It also keeps track of time for synchronization (time-ougg)yposes. Note that
in order to provide these services, a governor must cootelindh scene man-
agers, transition managers, and the institution managénid realisation of the

5 Agents cannot interact directly with one another, they us@gent communication language
(like JADE) to interact with their governors who mediateithateractionsinside the electronic
institution.
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Fig. 2.2 An architecture for electronic institutions. Participatiagents (A), communicate with
(infrastructure) governor agents (G), which in turn conadé with other infrastructure manager
agents for each scene (SM) and each transition (TM) and hetlnistitution manager agent (IM).

El framework, therefore, governors are involved in the iempéntation of most
of the operations in Table2.1.

Institution Managemeriach institution has onastitution manageegent (IM),
which activates $tartElectronicinstituioroperation) and terminates the institu-
tion. It also controls the entr\RequestAccesdoininstitutior) and exit Leaveln-
stitution) of agents, together with the creation the closing of scé@kxseScene-
Instance RemoveClosedInstangeBinally, it keeps track of the electronic insti-
tution state.

Transition managemeiiiach transition hastansition manage(TM) that con-
trols the transit of agents between scenes by checkingehaested moves are
allowed EnableAgentsToLeaveOrTransition, EnableAgentsTolAzad&ansi-
tion) and, if so, allowing agents to mov&ipvingFromScenelnstanceToTransi-
tioninstance, MoveAgentFromTransitionToSgene

Scene managemeBach scene has an associated infrastructure agers;¢he
manager(SM), who is in charge of: starting and closing the scene diordina-
tion with the institution manager); keeping track of agethest enter and leave
the scene; updating the state of the scene by processimgnaés $pealk and
time-outs imeouj; and coordinating with transition managers to let agemts i
or out of a sceneMovingFromScenelnstanceToTransitionInstance, MoveiAge
FromTransitionToScene

Other architectures are feasible and we have, for instanucgiested a peer-to-peer
variant of these ideas in [23].
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A development environment based on that architectureThe computational
model we just described, does not commit to any specific adinveabout the lan-
guages used in the specification of transitions and scewesymthe syntax and
pragmatics of illocutions, nor on specific governance meigms. Those commit-
ments come later when software tools to build actual eleatriostitutions become
implemented. One way of implementing the computational @hédthe Electronic
Institutions Development Environment (EIDE) [22] whictcindes the following
tools:

ISLANDER: a graphical specification language, with a graphic interf@i]. It
allows the specification of any El that complies with the artoal model and
produces an XML file that the AMELI middleware rifns

AMELI:  a software middleware that implements the functions of taas layer
at run-time [24]. It runs an enactment, with actual agertsany ISLANDER-
specified institution. Thus it activates infrastructurei@y as needed; controls
activation of scenes and transitions, access of agentsages between agents
and institution, and in general guarantees —in coordinatiith infrastructure
agents— the correct evolution of scenes and the correcsitiams of agents
between scenes. AMELI may be understood as a two-layerediewere. One
public layer formed by governors, the other private layerot-accessible to
external agents— formed by the rest of the infrastructuestey External agents
are only required to establish communication channels wigir governoré
Infrastructure agents use the institutional state and dmgentions encoded in
the specification to validate agent actions and evaluatedbesequences.

SIMDEI: is a simple simulation tool used for debugging and dynamiifigation.

It is coupled with amonitoring toolthat may be used to display the progress of
the enactment of an institution. It monitors every event takes place and may
display these events dynamically with views that corregpgorevents in scenes
and transitions or events involving particular agentshBobls may be used for
dynamic verification.

aBUILDER: an agent development tool which, given an ISLANDER-spettiiiie
stitution, supports the generation of “dummy agents” thatfarm to the role

6 |ISLANDER allows static verification of a specification. Itetks forlanguage integrityall roles

and all terms used in illocutions, constraints and normspaoperly specified in the dialogical
framework),livenesqroles that participate in a given scene have entry and exi¢s that are con-
nected and may be traversepliptocol accessibilityevery state in the graph of a scene is accessible
from the initial state and arcs are properly labeledym complianc€agents who establish “nor-
mative commitments” may reach the scenes where the commiisraee due). ISLANDER may be
extended to have a strictly declarative expression of sceneentions [33].

7 The current implementation of the infrastructure can eitise JADE or a publish-subscribe event
model as communication layer. When employing JADE, the @ec of AMELI can be readily
distributed among different machines, permitting siealability of the infrastructure. Notice that
the model is communication-neutral since agents are nextteffl by changes in the communication
layer.
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specification and are able to navigate the performativetire, provided agent
designers fill up their decision-making proceddres

2.6 Conclusions: A comparison of the described institutioal
models

In this section we compare the three proposed models oftutistis, ANTE,
OCeAN/MANET, and El, discussing their crucial differencaasd analogies on a
set of relevant aspects.

e Institutional reality.
All three models adhere to the representation of institatiaeality proposed
by John Searle in [51], in particular on the existence of atitutional reality
that has a correspondence with the real or physical worldl pardistinguishing
between “institutional” facts and actions, on one side, tair possibly corre-
sponding “brute” facts and actions, on the other.

e Social model: roles and hierarchy of roles

— ANTE accommodates two types of roles within the institatidgents pro-
viding core institutional services are seen as perfornmsgjtutional roles
that are under the control of the institution. Agents act@sgdelegates of
external entities enact different roles that are normbtivegulated by the
institution, in the sense that they may be subject to norrdswaay further es-
tablish new normative relationships. Furthermore, sonthese roles are em-
powered, through appropriatenstitutive rulesby the institution to ascertain
institutional reality (i.e. they act as trusted third pestirom the institution’s
point of view).

— OCeAN/MANET allows the definition of roles as labels defirgda given
Artificial Institution (Al) and used in the Al to assign norraad institutional
powers at design time to roles. This is necessary becaussigindtime the
name of the actual agents that will take part to the intevacis unknown.
At run time Als are realized in dynamically created instidngl spaces, the
agents in a space can start to play the roles defined in the spaiccoming
from the Al. An agent can play more than one role contemplgr&uring an
interaction an agent can start to play a role and subsegustofl to play it.

— El allows for specification of role subsumption and the #fjgation of two
forms of compatibility among roles: “dynamic” (each ageraynperform dif-
ferent roles in different activities) and “static” no agenay perform both
roles in an enactment of the institution. It also distingeis betweemternal

8 Based on the same ideas, there is an extension of aBUILDE®4@]instead of code skele-
tons produces a simple human interface that complies weH3hANDER specification and is
displayed dynamically via a web browser at run-time.
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roles (played by agents whose behaviour is controlled bynitéution), and
externalroles (the institution has no access to their decision-ngp&apabili-
ties) and this separation is static.

e Atomic interactions

— ANTE, concerning its institutional component, assume®p@n setting in
which there are two kinds of interactions going on in the eystOn one
hand, agents are free to interact with any other agentsouitine institution
even noticing that such interactions have taken place. @mwtiher hand, il-
locutionary actions performed by agents towards the ndaveanvironment
are seen as attempts to obtaistitutional factsthat are used by the latter to
maintain the normative state of the system.

— OCeAN/MANET definesnstitutional actionghat in order to be successfully
performed needs to satisfy certain conditions. One of thesditions is that
the actor of the action needs to have the power to performristititional
action, otherwise the action is void. The model defines @swumental ac-
tions for example the exchange of messages that should be usedftorp
institutional actions. Finally in the model it is possibte represent actions
performed in the real world and that are relevant for thdieidi interaction,
for example the payment of an amount of money or the deliveaymroduct.

— EI: There are essentially only two types of institutioneti@ns: speechacts
(represented as illocutions) and thevemenactions which are accomplished
in two steps exiting from a scene to a transition and entdromg a transition
to a scene (in some contexts an agent rsi@y-and-goi.e remain active in
the scene while at the same time becoming active in one or diffezent
scenes). Consequently, on one side, an agent can act only by uttaririly
locution or notifying the institutional environment itstémtion to move in or
out of a transition (possibly changing role); on the othdesihe perception
of any given agent is restricted to those illocutions thetwdtered by another
agent and have the given agent as part of the intended listehthat illocu-
tion, and the indication of the institutional infrastruatuhat a movement has
been achieved

e Institutional state

— ANTE: The institutional normative state is composed of soas of so-called
institutional reality elementsAgent-originated eventgre obtained as a con-
sequence of agent actions, comprising essentiadliitutional factsthat are
obtained from the illocutions agents produce. These utgiital facts map
relevant real-world transactions that are through thismadastitutionally rec-
ognized.Environment event®n the other hand, occur as an outcome of the
process of norm triggering and monitoring. Norms prescdibected obliga-
tions with time windows, which when monitored may triggeffefient enact-

9 In fact, as indicated in Table 2.1 these movements are irgaiézd with five operations, which
include the two key actions of entering and leaving the ebeét institution.
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ment states, namely temporal or actual violations, andrhgfits. All these
elements are contextualized to the normative relatiorsshigt are established
within the environment.

OCeAN/MANET: In the last version of the model the state & ihiteraction
is represented using OWL 2 DL ontologies, one of the intéonat standard
language of the Semantic Web. Therefore the state of theaiiten is rep-
resented using classes of concepts, individuals that betorlasses, object
and data properties that connect two individuals or an iddaf to a literal
(scalar values) respectively. The terminological box @&f ¢imtologies is also
enriched with axioms, used to describe the knowledge onengiomain of
application, and with SWRL rules, both are used by softwaesoners to de-
duce new knowledge on the state of the interaction. Takiegiiation from
the environment literature the state of objects, agenentsyand actions in a
space are perceivable by the agents in that space.

El: Only atomic interactions that comply with the institutal regimented
conventions may be institutional actions and therefor gkaimstitutional
facts. There is a data structure called thstitutional statethat contains all
the institutional facts; that is, all the constants in thend@ language plus
the updated values of all those variables whose values maygehthrough
institutional actions. For each scene there exists a projeof that structure
called thestate of the scené\dditionally, there are some parameters whose
default values are set by the institution and may be updatedgian enact-
ment. These armstitutional variableglike the number of active scenes, the
labels of active scenes and transitiorsg)ene variableglike the number of
participants, the list of items that remain to be auctiopedformance indica-
tors such as the number of collisions or the rate of succlesgfaements) and
agent variablegthe list of external agents that have violated any disonet
convention, the credit account of a trader). These paramate not acces-
sible to external agents although by design they may be sibéedo some
internal agents who may use the values of these variabléinindividual
decision-making.

e Structure of the activities or compound interactions (ecitg)

— ANTE: Interactions that need to be observed are executedgh empow-

ered agents, which will then inform the institutional emviment of the actual
real-world activities that are taking place. Such actgtare segmented into
different normative contexts, that is, they pertain to deoormative rela-
tionships that are established at run-time. Within eaclh sontext different
empowered agents may need to act as intermediaries, sifeedt kinds of
actions may need to be accomplished in order to successfudygt the con-
tract subsumed in the context.

OCeAN/MANET: The activities are realized initustitutional spacesr phys-
ical spacef interaction. Institutional spaces are used to realizetAun-
time, they may be entered and left by the agents starting thennoot space.
Physical spaces contains physical entities external wipect to the system,
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such as external resources, databases, external files,boseweices, offer-

ing an abstraction that hide the low level details from therdg. Institutional

spaces are in charge of representing and managing the saeiaction of

agents by realizing the concepts described in Als and thecsesrfor norms

monitoring and enforcement. Spaces are in charge of reigigténat an event

has happened and represents the boundaries for the percapd of the ef-

fects of the events and actions.

— El: Activities are decomposable insgceneghat are connected hyansitions

into a network of scenes callecparformative structure

- Scenes are state transition graphs where edges are laeledbtionary
formulasand nodes correspond to a scene-state. A new scene-state may
only be attained with the utterance of an admissible illmzutAn utter-
ance is valid if and only if it complies with the regimentedhgentions
that apply under the current state of the scene. At some states agents
may enter or leave @tay-and-gdhe scene. Every performative structure
contains one “start” and one “finish” scene that have the Ipénstru-
mental purpose to delimit the structure for syntactic (iacfication) and
implementation purposes (for enactment of the electrorstution).
A transition is a device that is used for two main purposespiarol role
flow and to control causal and temporal interdependence graoenes.
In particular, (a) when an agent exits a scene, it exits withrble it was
playing in that scene but inside the transition the agentchayge that role
to enter a new scene (provided some institutional convestioe satisfied)
(b) Moreover, when an agent enters a transition and depegwoditthe type
of transition it enters, that agent may join one, severalldha scenes that
are connected to that transition. (c) Several agents, lgggserforming
different roles and coming possibly from different scermaay enter the
same transition and each has to decide on its own where togotfrere
and wether it changes role or not. (d) The transition coatais flow by
determining whether agents may proceed to their intendeti sgene as
soon as each agent arrives or wait until some condition holtte state of
the scene.

e Hierarchical organisation of the structure of activities

— ANTE: Normative relationships established at run-time@ganized as a hi-
erarchy of contexts. Each context encompasses a group iofsage specific
regulated organisation, within which further sub-contariay be created, al-
lowing for norm inheritance to take place. An overall ingdiibnal normative
layer is assumed to exist, of which every subsequently edeabntext is a
sub-context. Furthermore, each context may add its own siowhich may
be used to inhibit norm inheritance or to enlarge the nonmdtiamework
that will govern the context.

— OCeAN/MANET: Spaces may contain other spaces generatehaigally at
run-time, which become sub-spaces of the space where theyeated. This
hierarchy of spaces and the fact that one agent may be simeoltialy in two
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spaces create interesting problems due to the interdepeied®f spaces, this
because the events of a space may be of interest to the fgthee-where this
is contained or for a sibling space.

— EI: All agent interactions within an electronic institui are organized, as we
mentioned above, by what we call a performative structuriefvis a network
of scenes and transitions between those scenes. Two aapeuetsrth stating:
First, a performative structure may be be embedded intdenas if it were a
scene, thus forming nested performative structures ofrarpidepth. Second,
a performative structure becomes instantiated at run;times although it is
defineda priori, so to speak, the actual scenes do not come into existence
until appropriate conditions take place (if ever) and thisappear likewise.
In particular, it is possible to specify conditions that ewwer an internal agent
to spawn a particular scene or performative (sub)structure

e Procedural and functional conventions

— ANTE: The effects of institutional facts are expresseatigh norms and
rules. When triggered, norms prescribe directed obligatitat are due to
specific agents within a normative context. Such obligatibave attached
time-windows that are conventionally understood as idisaé tperiods for
obtaining the obliged state of affairs. Outside this windemporal violations
are monitored which may lead to different outcomes depenaimthe will of
the obligation’s counterpart. This semantics is captusea et of monitoring
rules that maintain the normative state of the system. Thmative conse-
guences of each obligation state is determined by the seiraisithat shape
the obligation’s normative context, which may be estalgliht run-time.

— OCeAN/MANET: Both are expressed through pre and post-itiond of the
actions defined by the institution. An important pre-coioditfor the perfor-
mance of institutional actions (actions whose effects gkanstitutional at-
tributes that exist only thanks to the collective acceptapicthe interacting
agents) is the fact that the actor of the action should hagdrstitutional
power to perform the specific action.

— EIl: Both are expressed as pre and post-conditions of twiillonary formulas
of the scene transition graphs and through the labelingaokttions between
scenes (this labeling expresses conditions for accesssugre or a group
of scenes or a nested performative structure, synchramizahe change of
roles, the creation of new scenes or activation of an exjstoene). In the cur-
rent EIDE implementation, there is also the possibilityxgilecitly expressing
norms as production rules that are triggered wheneveraautilon is uttered,
thus allowing the specification and use of regimented andegimented con-
ventions. Notice that although EI use illocutionary foramito label actions,
there are no social semantics of illocutionary particle®ived. Thus scene
protocols are not commitment-based protocols as is thewi#is§26] or more
generally, [14, 12].
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e Constitutive conventions

— ANTE: Obtaining institutional facts from brute facts (whiare basically
agent illocutions) is achieved through approprietastitutive ruleswhich
mainly describe empowerments of different trusted thirdips. These con-
stitutive rules, which can be easily extended and/or adiautetermine the
ontology for brute and institutional facts that can be ugethe institution.
Furthermore, it is possible to define further constitutivies within each con-
text, in this case enriching the domain ontology by obtajrmimore refined
institutional facts. As a basic implementation, three §/petransactions are
reportable to the normative environment, related with tber fbf products,
money and information.

— OCeAN/MANET: In this model the content language used fenownicative
acts and norms is defined using domain ontologies writtenWiLQ DL or
in RDF+RDF Schema. Those ontologies may be defined by thgrersof
the interaction system or may already exist as proposedatds on the Web,
like the well known ontology FOAF that may be used for describing agents.
In many cases the link between the name of a resource (its &ieli}he cor-
responding resource in the real world can be done usingrexikhowledge
repositories’.

— El: The EI framework does not include axioms or definiticatestnents that
establish basic institutional facts. Nevertheless, ti®r@domain language
that is used for expressing illocutionary formulas and vehtesms correspond
with physical facts and actions (e.g a sculpture to be anetippay 32 eu-
ros for the item that has just been adjudicated). The coorasgnce between
language and real entities is establislagidhocfor the domain language. In
practice, however, an electronic institution needs to hianeconstitutive con-
ventions in order to establish the legal (actual) entitletweof intervening
parties and the correspondence between institutional eutd facts and ac-
tions. Examples of constitutive conventions are the catgriat allow an old
books dealer to offer a used book through Amazon.com anal¥dhe process
through from offer to book delivery.

e Social Commitments

— ANTE: Social commitments, in a broad sense, are establise@n outcome
of a previous negotiation phase, the success of which absaiew normative
context within the institutional environment. Once a notiwecontext is ob-
tained, applicable norms dictate when (according to thenative state) and
which commitment instantiations (directed obligations) entailed.

— OCeAN/MANET: A commitment-based Agent Communication gaage
(ACL) is used [26, 29]. In particular communicative acts lexeged among
agents have a meaning that is a combination of the meanirg afontent of

0ht t p: // waw. f oaf - proj ect . org/
Whttp://1inkeddata. org/
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the messages and a meaning of the illocutionary force ofdhemunicative
acts (for example promise, query, assert).

El: although, in El, illocutionary formulas label actigrikere is no social
semantics of the illocutionary particles involved. Thugrse protocols are
not commitment-based protocols properly speaking. How@anmitments
are hard-wired in scene specifications , and their evolusi@aptured in the
evolving state of the institution. It should be noted, thiouthat in EI some
commitments are expressed crudely but explicitly when argizdmissible
action (say winning a bidding round) has a postcondition ¢éméails precon-
ditions for future actions in other scenes.

e Governance

— ANTE: The approach adopted in ANTE is to bear with the autoypof

agents, by allowing them to behave as they wish. From théutien’s per-

spective, we assume it is in the best interest of agents tlicmedtheir abid-

ance with any standing obligations, by using the necessaansito obtain the
corresponding institutional facts. Normative conseqgesraf (non)fulfilment

are assured by triggering applicable norms. Permissiodpeshibitions are
not handled explicitly in the system, i.e., not permittetiats simply have no
effect within the normative environment. Entitlements hamdled by defin-
ing norms triggered upon the occurrence of specific ingtitatl facts. Any

obligation outcomes — (temporal) violations and fulfilmertmay also have
further effects within the ANTE framework by reporting suelents to a com-
putational trust engine, which provides a mechanism ofr@adisocial sanc-
tioning.

OCeAN/MANET: The openness of the interaction systemszedlusing this

model requires a governance in order to create an expawaiiothe actions

of the participants agents. Contemporarily the model hazsk® into account
the autonomy and heterogeneity of the interacting agertsagoid to con-
strain their behaviour in rigid protocols. The main consdptroduced in the
model related to governance anestitutional power(if an agent has not the
power to perform an action its effects are voig@rmission(if an agent has
not the permission to perform an action its effect take ptatehe agentincur
in a violation),obligations(the agent has to perform an action with-in a given
deadline) angrohibitions (the agent cannot perform an action, if it does it
will incur in a violation).

El: There are three different approaches for the implememtf governance

in the EI model.

1. In the standard model, all regimented conventions maynbeded in the
performative structure as part of the specification of ssamel transitions
and are therefore enforced in a strict and automatic fashyothe run-
time implementation. Non-regimented conventions are éable in the
decision-making capabilities of internal agents and it imater of de-
sign whether some regimented ones may also be embeddeceinaht
agents code. One may thus establish different types ofrfiafenorm-
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enforcement agents. Notice that although an internal agegtfail or de-
cide not to enforce a violation, every violation is obsergejistered) by
the institution nonetheless.

2. In the current implementation of EIDE one may choose t@ifpa col-
lection of normative statements that are not part of thegperative struc-
ture. This collection is coupled with an inference enginat tiakes hold
of every utterance before it may be validated by the perftiv@atructure
(see [33]). The process is as follows (i) An illocution is ffirssted against
the normative statements and if it is consistent, it is latbels “admissi-
ble” or rejected otherwise. (ii) The admissible illocutienthen added to
the current collection and the engine is activated; (iithk illocution trig-
gers a violation, the concomitant corrective actions akertaotherwise
control is given to the performative structure that dealhwhe illocution
as in approach 1. This approach allows to deal with disanatienforce-
ment with more flexibility than approach (1) because in addito all the
mechanisms available in that approach, this one allows fecarative
specification of norms, an explicit distinction betweerimegnted and non-
regimented norms, and a variety of contrary-to-duty des/ex@codable as
corrective actions.

3. There is a proposed extension of the EI model that dealécikpwith
norms and normative conflicts through the use a a “normativetsire”
that deals exclusively with norms and propagation of nomneatonse-
guences between scenes [32, 55].

e Ubiquity and concurrent activities

— ANTE: Agents may freely establish new normative relatiops, and hence
many of them may be active at the same time. The institutienaronment
pro-actively monitors every active context. There is argjrdistinction be-
tween the agent identity and the normative relationshipwfhiich it is en-
gaged. There is no notion of “physical” displacement of tigerds within
the institution. Within the ANTE framework, several othetigities may take
place at the same time, such as negotiations and comphttiost building,
which is achieved by gathering relevant enactment data flr@mormative
environment monitoring process.

— OCeAN/MANET: An interaction system realized using one @renAls con-
sists of a root space that contains physical and institatispaces. An agent
situated in a given space can enter all its sub-spacesfdhesn agent can be
in more than one space and it has a persistent identity.

— EI: An electronic institution usually consists of mul@cenes that are active
simultaneously. In many cases the number of active scerasyels during
execution since new scenes are created, activated or cigsing enactment
proceeds. A given agent may be simultaneously active in thareone scene
but it has a persistent identity in the sense that the eftédts institutional ac-
tions are coherent (for example, in an electronic marketesae agent may be
closing deals in different negotiations, this agentdrasvariable that captures
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its credit so the value of that variable changes every tintertmits to pay,
in whatever scene they commit). The current El frameworksdu# include
a “meta-environment” where multiple institutions co-éxiswever the peer-
to-peer architecture proposed in [23] would be suitablétfeimplementation
of lightly-coupled (and uncoupled) institutions in a shthemvironment.

e Performance Assessment

— ANTE: Agent performance is assessed and exploited frondifferent per-
spectives. The first one is based on computational trusernhetment of con-
tracts produces evidences that are fed into a computatimsakngine, which
then produces trustworthiness assessments of agentathat csed when en-
tering into further negotiations. In the current prototyp@lementation, trust
information may be used for pre-selection of negotiatiogrper for proposal
evaluation. Another assessment of performance is meabyrtae normative
environment, which for the whole agent population is ableetermine the
average enactment outcome for instances of stereotypedative relation-
ships (types of contracts).

— OCeAN/MANET: There are not yet available services for asisg system’s
or agent performance.

— EI: This model does not capture system goals explicitlyyédw@r scene and
institutional variables may be used to specify some ass#sof the perfor-
mance of the institution with respect to whatever goals a&fendd. Internal
agents may be designed to use such information in order toowemerfor-
mance.

e Formal properties

— ANTE: No formal methods for analyzing normative relatibips are em-
ployed — it is up to the system designer to ensure correctiibgsnormative
environment does record on-line every possible event theaptured while
monitoring norms, allowing for an off-line verification obrrectness.

— OCeAN/MANET: For the moment there is not the possibilityctoeck for-
mal properties of Al at design-time. At run-time one crucetvice is the
monitoring of the state of the interaction, the detectioriofations, and the
enforcement of norms. Moreover in every instant of time jpassible to de-
duce the list of the actions that an agent is obliged, proddbipermitted and
empowered to perform, from this list and from an ontologaefinition of the
terminology used to describe the actions it is possibleriglsiout possible
contradiction in the prescribed behaviour. At design tifvie theck is harder
because in this model all normative constrains are relatéce.

— EI: There is off-line automatic syntactic checking of se@md transition be-
haviour. For example, in every scene: all roles have entdyexit states and
these are reachable; every role has at least one path tlest itaflkom start
to finish; every term used in an illocution needs to be parhefdomain on-
tology. On-line monitoring of all the activities: every etnce and attempted
move produce a trace that may be displayed and capturedrtbefwse. The
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extensions mentioned in [55] allow for some off-line andlioe-formal and
automated reasoning about an institution.

e Institutional Dynamics

— ANTE: The normative environmentis assumed to be open andrdic, in the
sense that it encompasses an evolving normative space whoss apply if
and when agents commit to a norm-governed relationshiple/ghoviding an
institutional normative framework, this infrastructurg@ys the properties of
adaptability and extensibility, by providing support farm inheritance and
defeasibility. Normative contexts can therefore be cibttat adapt or extend
a predefined normative scenario according to agents’ needs.

— OCeAN/MANET: This model is based on the idea that a humaigdes
specifies an Al and this Al may be used at run-time to dynaryicakate
spaces of interaction. Similarly norms at design time aez#igd in terms of
roles and have certain unspecified parameters, at run-iose norms will be
instantiated more than one time having as debtor differgabhts and differ-
ent values for their parameters. In general this model doesolude meta-
operations for changing the model of Als.

— EI: With the current model internal agents may be given #pability to cre-
ate new scenes from repositories of available scenes amdgraét nested
performative structures into a running institution. Inar fashion internal
agents may create new internal agents when needed (say éovla grafted
performative structure) by invoking a service that spawes agents that is
outside of the electronic institution proper but is avaidb the internal agent.
This mechanism is also used to embed the El environment isbmalation
environment [4]. The current model includes no primitivetaeperations
that would allow agents to change the specification of aritinigtn beyond
what was just said, however here have been proposals for fottmes of au-
tonomic adaptation [8, 11].

e Implementation architecture

— ANTE: The ANTE framework is realized as a Jade FIPA-conmtl@atform,
where agents can make use of the available services (e.gtiatém, con-
tract monitoring, computational trust) through approfriateraction proto-
cols, such as FIPA-request and FIPA-subscribe. Using siptis mecha-
nisms agents are notified of the normative state of the systemhich their
normative relationships are concerned. The normativerenrient has been
implemented using the Jess rule-based inference engine.

— OCeAN/MANET: The model of Al has been fully formalized in & Cal-
culus and we are currently formalizing it using Semantic Webhnologies.
An Al for realizing a Dutch Auction has been also specified RGR.OG
and tested in a prototype realized above the GOLEM envirann@mework
[54]. An implementation of a complete energy market-plaasdal on Seman-
tic Web Technologies and the GOLEM framework is under dgualent.
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— EI: The model has been fully detailed [19] in the Z specifaratanguage [53]
and deployed in the architecture sketched in Fig.2.2. Tieisigecture creates
a sort of “social layer” that is independent of the commutigcalayer used
to exchange messages between an agent and the electrditidiors The
normative engine extension is also implemented in the saotetecture. A
peer-to-peer architecture has been proposed [23] andatypetis now under
construction.

e Tools

— ANTE: The ANTE framework includes graphical user intega¢GUI) that
allow the user to inspect the outcomes of each provideda®rivicluding the
evolution and outcome of a specific negotiation, the ingpeaf trustworthi-
ness scores of the agents in the system, as well as the dwehaliour of the
agent population in terms of norm fulfillment. The framewor&ludes also a
complex API allowing for the specification of user agents \vithich a set of
predefined GUI are also available that enable the user teahsipe agent ac-
tivity, namely its participation in negotiations and caus. The API allows
a programmer to easily encode agent behaviour models iomespo sev-
eral framework activities, such as negotiation and coh&aactment, which
makes it straightforward to run different kinds of experirts(although Jade
has not been designed for simulation purposes).

— OCeAN/MANET: Thanks to the fact that we base our model ofenirstan-
dard semantic web technologies, it is possible to use thelagy editor
Protege for editing the ontologies used in the specificatif the model of
Al and spaces and to use one of the available reasonerst(PleniT, and
so on) for checking their consistency. Our future goal ig tirece the model
of a set of Als is defined and a set of agents able to interatt avgystem
getting its formal specification are developed, the intéoacsystem can start
to run and enable agents to interact using the availablerescéind constrained
by the specified norms.

— EI: As mentioned in the previous section, EIDE includes apbical speci-
fication language (ISLANDER), an agent middleware for etauic institu-
tions (AMELI) that generates a runtime version of any ISLARIR compati-
ble specification. EIDE also includes an automated symtabgcker, a simple
simulator for on-line testing and debugging, a monitorimg tand a software
that generates agent skeletons that encode the navigatiemaviour that is
compatible with an ISLANDER specification.

e Agents

— ANTE: The framework is neutral in which user agents’ indrarchitectures
and implementation languages are concerned. It is assumoggver, that
agents are able to communicate using FIPA ACL and the FIP&danter-
action protocols and ontologies interfacing each of thm&aork’s services.
It is also straightforward to admit human agents to pardit@pprovided that
appropriate user interfaces are developed.
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— OCeAN/MANET: The model of the interaction system realizsihg the Al
isindependent on the agents’ internal structure. Neviergkét is assumed that
the participating agents are able to interact using thdablaicommunicative
acts whose content should be expressed using shared datolog

— EI: The model is agent-architecture independent. Agergsequired only
to comply with interface conventions that support institoél communica-
tion. Hence human agents may participate in an electrostitution enact-
ment provided they have the appropriate interfaces. TheHU¢EREI [9]
automatically generates such a human interface for any NERBR compat-
ible specification of an electronic institution. In the @t implementation,
AMELI is communication-layer independent.

2.7 Challenges

There are many open challenges in the field of specificatidruae of institutions
for the efficient realization of real open interaction systein different fields of
applications, going from e-commerce, e-government, supphin, management of
virtual enterprise, and collaborative/socila resour@isiy systems.

One interesting challenge goes into the direction of ushmpé formal and
declarative models diybrid open interaction systems involving both software and
human agents. In this perspective one possibly importanbtithese technologies
is for designing flexible open collaborative/social systeable to exploit the flexi-
bility, the intelligence, and the autonomy of the interagtparties. This in order to
improve existing business process automation systemsevtherflow of execution
is completely fixed at design time or groupware where the wbdefining the con-
text and the rules of the interaction is left to the humanraténg parties and no
automatic monitoring of the completion of tasks is provided

When considering the automation of e-contracting systémmigh autonomous
agents, another important challenge is to endow agents neédloning abilities
that enable them to establish more adequate normativéorehtps. Infrastructural
components need to be developed that ease this task, @ggthnormative frame-
works that agents can exploit by relying on default normsrifeay nevertheless need
to be overridden. A complementary challenge is how to ensligble behaviours
when agents act as human or enterprise delegates, thatnsoh&imultaneously
cope with expressivity and configurability through humateifaces and agents’
autonomy in institutional normative environments. Anotimeresting challenge is
to look at the Environment as a structured medium not onlyatilifate agents’
interaction but also as an active representative of theiésgdn which agent rela-
tionships take place.
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Chapter 3
Organisational Reasoning Agents

Olivier Boissier and M. Birna van Riemsdijk

Abstract Regarding the agent’s architecture perspective and dnglilse reason-
ing capabilities of agents with respect to organisatioifferént cases may be con-
sidered: agents may have or not have an explicit repregamtaftthe organisation,
and they may be able to reason on it or not. Organisationsbréag agents have the
capability to represent the organisation and are able &orean it. In this chapter,
we will discuss the main features of this kind of agents andckviare the fun-
damental mechanisms for reasoning on organisations. Wealad describe some
approaches proposed in the literature related to how agantsake decisions on
their participation in an organisation.

3.1 Introduction

In a MAS, agents are situated in a common environment, andegoable of flexi-
ble and autonomous behaviour. They make use of differentitreg elements and
processes in order to control their behaviour (e.g. beldgsires, goals, capacities
of situation assessment, of planning). Their autonomy isragithe most important
characteristics of the concept of agency. However, thisrearny can lead the over-
all system to exhibit undesired behaviour, since each agegtdo what it wants.
This problem may be solved by assigning an organisatioretsybtem, as it is done
in human societies. Roles as they are defined in organisdtioodels, are gener-
ally used to flag the participation of an agent to the orgdiois@and to express what
the expected behaviour is of that agent in the organisatiiotihe literature, more
or less formal specifications of the requirements of a roisté€gee for instance [1]
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on the different notions of roles and [15]). Combined witk thifferent dimensions
that are expressed in the organisational models suppdhéngrganisation specifi-
cation, this leads to different sets of constraints thatlmaimposed to the agent’s
behaviour while participating to an organisation (corietsaon beliefs, on goals, on
the interaction protocols that it can use while cooperatiith other agents, on the
agents to communicate with, etc).

From this global picture at the macro level (i.e. organ@aperspective), let’s
have a look at the micro level, i.e. agent perspective. Tpiimagent's architecture
perspective and analysing the reasoning capabilities respect to organisation,
different cases may be considered [22, 2] first, agents ragg br not have an ex-
plicit representation of the organisation, and second, ithey be able to reason on it
or not. In this section, we mainly consider agents thatyirghly, have the capability
to represent the organisation and that are able to reasdnDimely could consider
the organisation as a help to decide what to do (e.g., coalformations [33]),
and/or as a set of constraints that aim at reducing theinaumty or, on the contrary
may help them to gain certain powers.

From what precedes, one could ask the reason why it would Ivthvaaving
such kind of agents in a multi-agent organisation. From tregyesis drawn in [3],
mainly from human societies, it clearly appears that wheagant plays a role, its
behaviour and its cognitive elements and processes ch@uogespondingly, one
may want torecreatethese kinds of processes also when artificial agents plag rol
in artificial organisations.

Moreover, agents that are able to reason about organisaii@nneeded in or-
der to realizeopen systempt, 20]. Increasingly, it is recognized that the internet
(including latest developments into sensor networks antérnet of things’) can
form an open interaction space where many heterogeneaussefagents co-exist
and act on behalf of their users. Such open systems need egbkated. However,
such regulation is only effective if agents can understéedimnposed regulations
and adapt their behaviour accordingly, i.e., if agents apmable of organisational
reasoning.

Finally, organisational reasoning agents facilitate Bagring multi-agent sys-
tems adhering to the principle séparation of concerng hat is, when agents can
reason about an organisation, the agents and the organisati be developed sep-
arately. When the system designer changes parts of theisagjan, e.g., norms that
agent playing a certain role should adhere to, one does rdttnechange the agents
as they will be able to adapt (within reasonable limits) t® ¢thanged organisation.

There are different ways in which an agent’s cognitive eletmier behaviour can
change because of the role it plays. It may adopt role’s gdalsires or beliefs, it
may acquire knowledge or new powers. It may also acquire s kmme powers
and finally it may decide to do what'’s best for the organisatjutting aside (for
the moment) its own goals. Any agent playing a role is faceth wie problem
of integrating the cognitive elements of the role with itssowloreover, when the
internal motors of the agent change, its behaviour is likelghange too. An agent
should also change its way of reasoning, to cope with the rieversions of its
behaviour, i.e., its mental processes are different whetaits a role. Besides the
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changes on the individual dimension of an agent, playingle affects also the
agent’s relationships with other agents: change of thetagsatus by interpreting
all of the agent’s physical actions, communications, liglietc. as being the ones of
its role, acquisition/loss of powers, dependence relatigps with respect to other
agents, trust relationship by being more (or less) trusyeathers, etc.

After this brief introduction sketching the motivations foaving organisation
aware agents, we will first present in section 3.2, some foneafial mechanisms
for reasoning on organisations, identifying how and whatllof organisation prim-
itives agents may have. We will then present some approgmiopesed into the
literature that illustrate the use of reasoning on orgainisaThe adaptation of or-
ganisations being addressed in the following chapter (ohpC4), we focus here
on the kind of reasoning that an agent should develop forniny/exit in/of an or-
ganisation (cf. In section 3.3) considering both the abdihd desirability points of
view.

3.2 Mechanisms for Reasoning on Organisations

In order to be able to develop reasoning behaviours on then@gtion, an agent
must be equiped with fundamental mechanisms as descrilzeddry abstract way
in Fig. 3.1 [31]. The agent must be equipped with a basic setiafitives to act
on the organisation and, the dual aspect, the capabilitiasquire the organisation
description and represent it internally. Then it should bke @0 reason with this
representation, affecting the agent’s cognitive reagplieasoning about how to
achieve goals and react to events).

Or%anizahon
interface

K Agent \
Organizational
Reasoning

practical
reasoning rules | !

K Cognitive Reasoning J

Fig. 3.1 Abstract description of Organisational Reasoning Agemhiecture [31]

beliefs goals

These capabilities must be included in an agent architeétureasoning about
the different constructs induced by the participation efdéigent to an organisation.
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Different concrete architectures have been proposed {&1g.7, 26, 25]). Each of
these allows agents to represent and reason about vamaisients of norms and
organisations.

3.2.1 Mechanisms for making agents aware of the organisatio

Several proposals have been made in the literature, dealihgthe way agents
are connected to the organisation, i.e. how agents acchereléscription of the
organisation (either abstract specification of it or coteme in terms of which
agent plays what, etc). To illustrate this more clearlyslebnsider the#Z oI1SE
organisational model (explained in Chap. 1 Sect.1.2 oftibisk) for which there
is available an extension of the Jason language [5] to dpvelasoning plans and
strategies on the organisation. This extension allows|dpees to use this high-
level BDI language to program agents able to reason on trenaation, by making
them able to acquire organisational descriptions, eslhed®changes (e.g., a new
group is created, an agent has adopted a role), and to actt{pan, create a group,
adopt a role). In this model, the way it is done is stronglyremted to the set of
organisational artifacts [24] that instruments the MASiemvment to support the
management of the organisations expressed withAte Se organisation model.

These different concrete computational entities aimedaxtaging, outside the
agents, the current state of the organisation in terms afgg,osocial schemes, and
normative state encapsulate and enact the organisati@vibei as described by
the organisation specifications.
From an agent point of view, such organisational artifactvide the actions that
can be used to proactively take part in an organisation fammple, to adopt and
leave particular roles, to commit to missions, to signah®arganisation that some
social goal has been achieved, etc.). They dynamicallymai®adde specific observ-
able properties to make the state of an organisation pexgleito the agents along
with its evolution, directly mapped into agents’ percefaading to beliefs and trig-
gering events). So as soon as the observable propertiess\a@iange, new percepts
are generated for the agent that are then automaticallyepsed (within the agent
reasoning cycle) and the belief base updated. Besidesptbgide actions that can
be used by agents to manage the organisation itself (saimjiayiving incentives,
reorganising). They provide the operations and the obbryaoperties for agents
so that they can interact with the organisation. This mehas-tat runtime - an
agent can do an actiam if there is (at least) one artifact providirmgas operation -
if more than one such artifact exist, the agent may contéigaitne action explicitly
specifying the target artifact. We refer the interestedleedo [24, 25] to have a
look at the available repertoire of actions and observatupgrties.

So in programming an agent it is possible to write down plaas tlirectly re-
act to changes in the observable state of an artifact or tieaselected based on
contextual conditions that include the observable stapms$ibly multiple artifacts.
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3.2.2 Mechanisms for organisational reasoning

Development of mechanisms for full-fledged organisatioeasoning is still in its
early stages. Nevertheless, several approaches have tmgmsed, some of which
we briefly describe below.

The following papers address role enactment. In [17] ancagugr is proposed
in the context of agent programming that defines when an ageht role match
or are conflicting. An agent can enact a role if they are noflmimg. Enactment
is then, broadly speaking, specified as taking up the godlseofole, and defining
a preference relation over the agent’s own goals and thésrgéals. In [18] the
authors propose programming constructs that allow an agestact and deact a
role. The semantics of the constructs is defined by spegtyaw the agent’s mental
attitudes change when arole is enacted/deacted. In [30hvéstigated how agents
can reason about their capabilities in order to determinetidr they can play a
role (see also Section 3.3.1). It is shown how reasoning tatepabilities can be
integrated in an agent programming language.

Once an agent enacts a role, it should take into account tirasnand regu-
lations that come with the role in its reasoning. In [27], apm@ach is proposed
on how AgentSpeak(L) agents can adapt their behaviour tgpgomith norms.
Algorithms are provided that allow an AgentSpeak(L) agenadopt goals upon
activation of obligations, or remove plans upon activatidiprohibitions. Even if
an agent participates in an organisation, it may still dec¢alviolate some of the
corresponding norms. In [28] it is investigated how to egtprans with normative
constraints that are used to customize plans in order to lyowifh norms. In [6]
an approach based on prioritized default logic is propodet,allows to express
whether an agent prioritizes obligations, desires or it@s. Based on this prior-
itization, the agent generates the goals that it will pursndgl1] an architecture
is proposed by means of which norms can be communicatedietiapd used as
meta-goals on the agent’s own processes. As such they haeetmon deliberation
about goal generation, goal selection, plan generatiompardselection. The archi-
tecture allows agents to deliberatively follow or violateam, e.g., because it has a
more important personal goal. Another proposal for detiben about norms is put
forward in [16]. It investigates the usage of coherencermha@vorder to determine
what it means to follow or violate a norm according to the dganental state and
making a decision about norm compliance. Moreover, comsistnotions are used
for updating agent mental state in response to these naergscisions. In [14], an
extended BDI reasoning architecture is proposed for ‘aggdionally adept agents’
that balances organisational, social, and agent-cemntiécdsts and that can adjust
this balance when appropriate. Agent organisations spggifdelines that should
influence individual agents to work together in the expeetedronment. However,
if the environment deviates from expectations, such d=tadrganisational guide-
lines can mislead agents into counterproductive or eveastraphic behaviours.
The proposed architecture allows agents to reason aboahisggional expecta-
tions, and adjust their behaviours when the nominal guiéslimisalign with those
expectations. In [29] norms are taken into account duringgant’s plan genera-
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tion phase. Norms can be obligations or prohibitions whemh e violated, and are
accompanied by repair norms in case they are breached. Nogratinal seman-
tics is expressed as an extension/on top of STRIPS semaantiirsg as a form of
temporal restrictions over the trajectories (plans) coagby the planner.

3.3 Reasoning on the participation to an organisation

In this section we will see different approaches relatechtering an organisation,
playing a role in the organisation and leaving the orgaiusatAgents should be
able to decide whether to enter an organisation, considetheh they are able to
participate and whether they really desire to participate] we will also analyse
how roles affect agents, i.e., how playing a role affecteatly an individual and
how playing a role affects an individual’s relationshipstwathers.

3.3.1 Am | able to participate to an organisation?

An important aspect that organisational reasoning agémsid be able to reason
about is whether they are able to play a role in an organisatie., about whether
it has the requiredapabilities[30].

This is important as it allows an agent to decide, e.g., oolapply for roles
for which it has (some of) the capabilities. Also, an ageny ima/e to communicate
about the capabilities that it has. For example, considgrisations in which a ded-
icated agent (gatekeepéris responsible for admitting agents to the organisation.
An example of an organisational modelling language in wisieth a gatekeeper is
present, is OperA [19]. The idea is then that the gatekeepesr ayents who want
to join whether they have the necessary capabilities foyipipthe desired role in
the organisation (similar to a job interview), and assigiss to agents on the basis
of this. In order to be able to answer the gatekeeper’s questthe agent needs to
know what its capabilities are.

In order to develop general techniques that allow agentsterchine what their
capabilities are, it is important to make precise what kihdapabilities are consid-
ered. One may consider various capability types, like céiiab to executeactions
to perceiveaspects of the environmentin which the agents operatgrtomunicate
information, questions or requests, and to achgneas[30].

Once it is precisely defined which capability types are ader®d, the agent
should be endowed with mechanisms that allow itéfiect on its own capabili-
ties Reflection can in general be seen as an agent’s introspetiilities. Reflec-
tion is also a technical term in programming. It allows a pewy to refer to itself
at run-time (see, e.g., Java and Maude [13]), which fatgél#a modification of its
run-time behaviour based on these reflections. Reflectithreitatter sense can be a
way to implement an agent's introspective abilities. In][BWas proposed to allow
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an agent to derive beliefs about its capabilities, in thig iméegrating reflection in
a natural way in its BDI reasoning mechanisms.

3.3.2 Do | desire to participate to an organisation?

Besides being able to detect if it is able to play a role in ajanisation, it is also
necessary for an agent to detect if it is worth to be part ofrgamisation.

For instance, in [8], social commitments and social padidiave been used to
express what an agent is expected to do when entering anisajan. As in [34]
where playing a role is considered as a contract, it is censitithat an agent playing
a role in an organisation implies a set of commitments tos/éné organisation in
which it plays this role. A role is thus defined by the sociahetoitments it implies,
but also by the resources put at the disposal in order to fa#fisocial commitments
that come with the role. We can classify the constraints isegdo an agent playing
arole in an organisation into several categories:

e goalsto achieve: when it accepts to play a role, an agenpt&t®try to achieve
several goals, the role’s goals.

e authority relations: a role can have authority over anogfoe for something.

e context-dependent obligations: when playing a role, amagéght have to fulfil
several obligations towards the organisations.

e permissions and prohibitions: when it accepts to play a, rteagent receives
permissions to do some tasks and prohibitions to do others.

From that understanding, the agent translated these conemiis into power rela-
tions on which it was able to install social-power reasomreghanisms that it used
before deciding whether to adopt a role or not in order tosss#ige implications
of this decision, i.e. what it will gain or lose by playing thale, what changes are
likely to occur in his reasoning or behaviour.

This analysis and classification on the playing of a role magdnducted along
two main directions: how playing a role affects directly adividual, how playing
a role affects an individual’s relationships with others.

3.3.2.1 How playing a role affects directly an individual

There are differentways in which an agent’s cognitive eletsier behaviour change
because of the role it plays. It may adopt role’s goals, dssir beliefs, it may

acquire knowledge or new powers. It may also acquire or Isosee powers and
finally it may decide to do what'’s best for the organisation.

Adoption of role’s goals, desires, beliefsMost of related work in MAS focuses
on the need for an agent to adopt the desires or goals of &s madst formal or-
ganisations divide the global goal of the organisation stbgoals delegated to its
members, which are identified by the roles they play. Sintsgoals can facilitate
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or hinder the achievement of agents’ own set of goals (Dastaal., 2003), agent
adoption of role’s goals may depend on:

e degree of autonomy, internal motivations. If there is ndlicirbetween the role’s
and the agent’s goals, then an agent will adopt its role’dsgaad will try to
pursue them. If there is a conflict and the goals cannot bsfiggtitogether, an
agent should choose what to do: (i) it could either not adoptole’s goals, (i)
it could adopt them and discard its own contradicting ga@l¥,it could adopt
all the goals and make a decision later which of its currectiytradicting goals
will pursue

e organisational incentives, etc.

Acquisition of knowledge, of new powersin order to ensure that its members
are able to achieve their roles’ goals, an organisationllysggves these members
access to sources of information or knowledge, trains tleebetter perform their
tasks, gives them physical resources (money, a house, @carmr permissions to
access and use organisation’s resources. AutonomoussaayEEpt to wear a role
because of the acquisition of: knowledge, access to infbomanew powers [9]
(using the resources coming with role and associated psions). However, agents
might use knowledge/power for their own interest or they tzde advantage from
an information source (e.g., a library) or power to satisfit own personal goals.

Losing powers:When an agent agrees to wear a role in a group, it signs a more
or less formal or explicit contract with the group: what posvavill be given to
the agent (resources, permissions) and lost by the ageattiftions, obligations),
which of his powers an agent puts at the disposal of the group.

Role’s prohibitions are one of the reasons for losing powées agent was able
to satisfy a goal, it will not be able anymore if there is a pbition to pursue that
goal or to execute a key action in the plan to achieve that gta}ing a role might
imply the agent loses the physical access to a resource.

Role’s obligations hinder an agent’s powers in a more sukdg: by obliging
the agent to consume resources needed for other goals.

Putting powers at the disposal of a group means that the 'agketision process
is no longer autonomous: his decision process is influermeehen controlled) by
an external entity. He thus loses other powers because lodasiger free to decide
to use them.

Desire the best for the group:Agents, even if self-interested, usually desire the
best for the organisation they belong to: often implicit maagent (especially in the
case of MAS), but is behind many decisions made by the agesn playing a role
in that group.

Importance in multi-agent organisations to make explioitonly a role’s goals
and norms, but also this desire.

Agents’ behaviour affected in many ways when playing thesesr using their
personal powers for the best of the organisation, by englalifunctional violation
of norms [10], i.e. to violate norms if it's in the organisatis best interest.
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This desire to ensure the best of the group should be preseit ioles and
agents should adopt it when playing these roles. It miglecatigents’ behaviour in
many ways, like using their personal powers for the bestebtiganisation, but also
by enabling a functional violation of norms [10]. Agents bdecide to disobey the
norms imposed to their roles if they believe that by doing they increase the well-
being of the organisation. We believe that is important idtiragent organisations
to make explicit not only a role’s goals and norms, but onlyg tresire with its high
importance, thus enabling agents to violate norms if it'shia organisation’s best
interest.

3.3.2.2 How playing a role affects an individual’s relatiorships with others

Playing a role may impact the relationships an agent deweltpother agents in
different ways, in term of status, powers, dependenceoealstips and/or trust.

Count-as effect: playing a role changes the agent’s status: all of its physica
actions, communications, beliefs, etc. are interpretelesisy the ones of its role,
e.g. other agents interpret executed actions/commuaicas being the role that
executed the action/communication, and not the agentqengmand has a different
meaning coming from a role with authority or from a simpletyelmportance for
agents to have a means to express whether their actions, woications, ... count
as the actions, communications, ... of their role or not.mtgeshould be aware of
this and act accordingly. This limits the ways they can behav

Acquisition/losing powers: Roles in an organisation belong to a rich network
of relationships that are inherited by the agents playirgrttes. e.g. authority re-
lationship : a “superior” role has authority over an “infafi role for something,
meaning that whenever an agent playing the superior rokegdeds a goal (or an
action, etc.) to an agent playing an inferior role, the lattest adopt and achieve it.
These relationships modify the powers of an agent playirgea an agent playing
a role with authority over another gains a power over the fagktying the infe-
rior role, i.e. the first agent disposes whenever it wantsnef af the powers of the
second agent (the power for which it has authority). The &iggnt thus gains an
indirect power, while the second agent loses its power, bintpthe possibility to
decide about it. The higher the role of an agent in the roleahidy, the more indi-
rect powers it gains: however, due to the relative natureitifaity, an agent could
have power over others for something, while the others vallehpower over it for
something else.

Dependence relationships:Even in a non-organisational context, when not
playing any role, agents depend on each other for a power ahéon another
power [33]: lack of power of achieving goals, lack of the neg@desources or
know-how. Not only agents have dependence networks, batralss in organi-
sations [21]: agents playing the roles inherit these m@fstiips and usually must
use the role’s dependence network instead of their own.



66 Olivier Boissier and M. Birna van Riemsdijk

An agent should not solve only conflicts between his goalgfseetc., and the
ones of his role, but also conflicts between his personalriigeces and those of
his role. An interesting situation occurs when an agent svsaveral roles in the
same time and must put together and use several dependdnagkse situation
from which an agent might benefit sometimes.

Being more (or less) trusted by othersTrust relationships [32] between agents
change when they wear roles (see P&?). Institutional trust [12] : An agent can
be trusted by others simply because it plays a role in artunistn. The others’ trust
in it comes from their beliefs in the characteristics of thkerinherited by the agent.
Another reason to trust more an agent playing a role in a gobecause the group
acts as an enforcer: there are incentives for an agent totbeegle’s specifications.

3.4 Conclusions

Organisations represent an effective mechanism for &ctidordination, not only
for humans but also for agents. Nowadays, the organisatinoept has become a
relevant issue in the multi-agent system area, as it enabklysing and designing
coordination and collaboration mechanisms in an easier aspecially for open
systems. In this section we have presented some works inirtaetidn aiming at
endowing the agents with reasoning capabilities on orgdiniss. We have focused
on the kind of reasoning that agents should develop on agteri not in an agent
organisation. In the current landscape of agreement téobies this is an impor-
tant issue in the sense that the systems that are considerkage scale and open
systems. We can also add to this kind of reasoning, all tlierdiiit reasoning meth-
ods developed for organisation adaptation (describedsiméxt chapter), for norm
compliance, given the fact that norms are often consideréud context of organi-
sations (see Papt?). Besides these different reasoning, we have also desdrdmc
and fundamental mechanisms that make agents able to dekiekgpdifferent kinds
of reasoning.
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adaptivity and reorganisation processes. In this chapteeview of methods for
designing and/or implementing adaptive agent organisatiagll be given.

4.1 Introduction

It is well known that the growing complexity of software is phasizing the need
for systems that have autonomy, robustness and adaptaniiong their most im-
portant features. Nowadays it is also accepted that MAS baes developed in
artificial intelligence area as a generic approach to saiweptex problems. How-
ever, in order to fulfil their promise of generality and exd#ility, they should also
reach self-adaptivity, i.e. the capability of autonomodayztion to changing condi-
tions. This feature requires agents to be able to alter tweir configuration, and
even their own composition and typing. Therefore, theirgaaisation can be seen
as the first necessary steps to reach actual self-adaptation

In this chapter, first we present some basic concepts abeut aglaption that
have been broadly used. Next, in section 4.3, we present@oagh to deal with
adaptation in Virtual Organisations, in which we proposesal guidelines for iden-
tifying internal and external forces that motivate orgatimal change, studied in
depth in Organisation Theory [23]. Thus, in subsection 4e3d@scribe how to de-
fine an Adaptive Virtual Organisation using an Organisatldrneory approach.

In section 4.4, we detail a framework for Adaptive Agent Qrigation that pro-
vides an architectural solution to tackle the dynamism ghaisations. This frame-
work implies an evolving architectural structure based omilining predefined
controls and protocols, handled in the context of a servitented, agent-based
and organisation-centric framework.

As explained in Chap. 1 Sect. 1.4, software-intensive systean be seen as so-
ciotechnical systems that consist of interacting agertis. Methods for designing
adaptive sociotechnical systems can be borrowed from Iseg@nces. In section
4.5, we analyse the differences between social and tedhsystems and we in-
troduce requirements which should be considered whilegde®j sociotechnical
systems. A case study of adaptive and iterative developimémen introduced and
explained in section 4.6.

A particularly difficult task for an agent is deciding with @i to interact when
participating inside an Open Multi-Agent System. In set#o/ we present a mech-
anism that enables agents to take more informed decisigasdiag their partner
selection. This mechanism monitors the interactions irQpen Multi-Agent Sys-
tem, evolves role taxonomy and assigns agents to roles bagbeir observed per-
formance in different types of interactions. So then thisiimation can be used by
agents to estimate better the expected behaviour of pateotinterparts in future
interactions.

Dealing with groups of autonomous agents the IT-ecosystmbalance on one
hand its adaptability and on the other hand its controiiigbiln section 4.8 we
present group-oriented coordination, in which we explaiw lthis kind of cooper-
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ation and coordination mechanisms finds an equilibrium fobal and individual
objectives. We apply the group oriented coordination omgps example allowing
agents to form faster and slower groups.

Finally, we also consider the problem of coordinating nmidtimobile agents
which collaborate to achieve a common goal in an environwéhtvariable com-
munication constraints. In section 4.9 we present a tasgrasent model for coop-
erative MAS, in which a team of mobile agents has to accomlisertain mission
under different inter-agent communication conditions.

4.2 Concepts on Adaptive Agent Organisations

Adaptive organisations is a key research topic inside thesNAmain. In this sec-
tion we will present and discuss relevant concepts and defisifor adaptive agent
organisations, mainly focusing on adaptive OrganisaGemtred MAS (OCMAS).

Aldewereld et al. [1] define adaptive software systems ass&ithat must have
the ability to cope with changes of stakeholders’ needsagés in the operational
environment, and resource variability’. DeLoach et al] d&fine adaptive organisa-
tions as distributed systems that can autonomously adap¢toenvironment. The
system must be provided with organisational knowledge, bighvit can specify its
own organisation, based on the current goals and its curegrabilities.

Picard et al. [41] describe that an OCMAS is adaptive whehanges whenever
its organisation is not adequate, i.e. the social purposetibeing achieved and/or
its structure is not adapted to the environment. This sa@naiccurs when the envi-
ronment or the MAS purposes have changed, the performaqugements are not
satisfied, the agents are not capable of playing their ralassuitable way or a new
task arrives and the current organisation cannot face thisncase, adaptation im-
plies modifying both organisation specification (modifyitasks, goals, structure)
and role allocation.

Dignum and Dignum [15] state that in order to keep effectirganisations must
maintain a good fit with the environment. Changes in the emvirent lead to alter-
ations on the effectiveness of the organisation and thegxéfica need to reorganize,
or at least, the need to consider the consequences of thgectathe organisation’s
effectiveness and, possibly, efficiency. On the other harghnisations are active
entities, capable not only of adapting to the environmen&tso of changing that
environment.

Summarizing, an Adaptive Organisation in MAS presents tilewing proper-
ties:

e The organisation changes if its environment forces it toalo s

e Changes in goals, internal requirements, etc. of the osgéinn could also force
a change.

e The organisationis considered to be an open system sineatir@enment might
change and external agents may join the organisation.
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e The organisation is populated by agents playing differetgs, some of them
being responsible of deciding about change.

Based on these previous works, a definition Aataptive Virtual Organisation
is proposed in [19]: An Adaptive Virtual Organisation is atual organisation that
is able to modify both its structural (topology, norms, sletc.) and functional
(services, tasks, objectives, etc.) dimensions in ordee¢pond or to be ahead of
changes produced in its environment, or by internal requergs, i.e. if it detects
that its organisational goals are not being achieved inisfaatory way.

When executing an adaptation process in an OCMAS, two typekange can
be distinguished: dynamical (behavioural) and struct[ir@]. Dynamical changes
are those in which the structure of the system remains fixbddevagents and as-
pects like role enactment are modifi&iructural changeare produced in structural
elements of the system, like roles, topology or norms.

Regarding dynamical changes, there are three types thatmesnsidered:

e A new agent joins the system. It is necessary to reach anragréado join the
organisation, playing a particular role that indicatesrights and duties of the
agent that plays that role.

e An agent leaves the system. It is necessary to determiniibgeration is pos-
sible, taking into account certain imposed conditions leyNMAS management.
Sometimes, it could not be appropriate to allow an agentipipg specific role
to leave the system. In other moments, it may be convenigrtissign that role
as soon as the agent leaves the system.

e Instantiation of the interaction pattern. A change of thisdkconsists of two
agents that carry out a certain interaction pattern anchran@greement to fol-
low a protocol adjusted to this interaction pattern. In tiisd of changes there
are included, for example, changes related to the role ereantiprocess, changes
in the agents that are providing a service or in the set of@ciorms, etc. These
changes force agents to modify their interaction pattern.

Regarding structural changes, there are two ways to catry stuuctural change
in an organisation:

e Self-organisation: implies the emergency of changes, ajgoebecause of the
interaction between agents in a local level, that genegdtdml level changesin
the organisation.

e Reorganisation: designed societies are adapted to mdifisan the environ-
ment by adding, deleting or modifying their structural eéams (roles, depen-
dencies, norms, ontologies, communication primitives.,) et

Self-organisation changes are bottom-up, where an adapiatthe individual
behaviour of the agents will lead to a change in the orgapisah an emergent
way. Thus, self-organisation is an endogenous processg@arut by the agents).
Agents are not aware of the organisation as a whole, theyamilly with local-level
information to adapt the system to environmental pressawy@sdirectly modifying
the organisation. Therefore, agents, using local intemastnd propagation, modify
the configuration of the system (topology, neighbours, arfies, differentiation).
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There are some proposals about MAS self-adaptation, ardidepresent some
of them as an example. Gardelli et al. [22] use artifacts a®ktod introduce self-
organisation inside a MAS. In the work by Kota et al. [32] ardiagents estimate
the utility of changing their relation and take the appraf#iaction accordingly.
ADELFE [9] is a methodology that proposes the design of agjtt are able to
modify their interactions in an autonomous and local way righeo to react to the
changes that are produced in their environment. MACODO [26] middleware
that offers the life-cycle management of dynamic orgaiisatas a reusable service
separated from the agents.

Regarding reorganisation, it is a top-down approach, seethaodification in an
organisational aspect will produce changes in agents ceimgpadhe organisation.
Reorganisation can be both an endogenous or an exogenaesgi@ontrolled by
the user or by an external system), referred to systems wthererganisation is
explicitly modified through specifications, restrictionsather methods, in order to
ensure a suitable global behaviour when the organisatioatiappropriate. Agents
are aware of the state of the organisation and its strudbeiag able to manipulate
primitives to modify their social environment. This prosesan be initialized by
an external entity or by the agents, directly reasoning twerganisation (roles,
organisational specification), and the cooperation pattédependencies, commit-
ments, powers).

The OCMAS community of researches has presented differeppgals to deal
with adaptive organisations, one of each using their owmtpaf view. Three of
these works (the ones from ALIVE [1], Dignum and Dignum [18hd Hoogen-
dorn [28]) state that they based their knowledge about asgtional change on the
human Organisation Theory. Also, both human and agent @aons have many
elements in common. These three proposals conceive oggiamial change as an
endogenous process, where agents populating the organisall be responsible
for organisational adaptation. These agents could be alagents populating the
organisation, or just only a set of agents (typically playignmanagement role) that
are organisation aware, and are provided with all the kndgdehey need to under-
stand modifications and to perform changes inside the csgtion.

Nevertheless, the approach followed by MOISE [29] is défer In this case,
MOISE was not initially conceived to give support to adaiptatbut it was later
adapted to provide support to reorganisation. Roles ingi@¢SE are distributed
in different groups, so as to give support to adaptation,va gmup, external to
the organisation, was added. This makes the process of ehartge exogenous,
making a difference with respect to the rest of proposalsvéder, this process still
preserves the common steps for reorganisation, includiogitoring, design and
implementation of change.

It must be noticed that these proposals follow a formal aagindo define change.
Dignum and Dignum have an interesting background in formdllagic languages,
with proposals like OperA [14] or LAO [17]. ALIVE also takesspiration from pre-
vious proposals by Dignum and Dignum, since it is a joint @copf some European
universities, including the Universities from Delft andrélth, where Dignum and
Dignum develop their work. Therefore, their proposals agy\similar. Hoogen-
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doorn also works with a formal logic language, TTL, that msa&asier to check the
correctness of the definition of a system and its adaptatiocgss.

The next sections of this chapter present proposals fogdiesj and developing
adaptive agent organisations and other related elememseTproposals are mixed,
since some of them follow a reorganisation, top-down apgraa define organisa-
tions, and some others define a self-organisation, bottpheuelopment.

4.3 Adaptive Virtual Organisations using an Organisationd
Theory approach

As presented in Chap. 1 Sect. 1.3 of this book, the Virtuale@igation concept is
based on human organisations. Therefore, changing fantarlsuman organisation
can also be considered as changing factors in a Virtual Gsgon. In the domain
of the Organisation Theory [23] these factors are knowioa®sthat lead to organ-
isational change. Those forces carifternal or external depending on where their
source is located. Usually, a change in the environmentisrtain external cause,
while a change in the requirements or goals of the organisasi the most com-
mon internal reason for change. Obviously, these changegameric, and specific
changing factors must be defined depending on the domairchfseatem.

In the following, we present the most common forces, botbrimdl and external,
and we also depict our proposal for dealing with these fortbes turning a Virtual
Organisation into an Adaptive Virtual Organisation [19].

Forces that drive organisational changeAn organisational change is produced
by one or some forces that can be differentiated by theiraaome organisations
are more vulnerable than others due to the pressure of chauge as organisa-
tions with diffuse objectives, uncertain support, unsgaldlues and those that face
a declining market for their products and services.

Theexternal forcesare those that promote changes inside an organisation due to
changesin its environment. Thus, the external forces éeeregl to the environment
where the organisation is located. They are due to elemeatsas other organisa-
tions that populate the same environment (and some of thppose competence)
or different heterogeneous agents in the same environerdng external forces,
the following forces can be found: (&btaining resourcesif a failure occurs in
an organisation while obtaining resources, it leads to gamsational change to
guarantee organisational survival [2]. Therefore, it dooé necessary for organi-
sational survival to improve the way in which resources arained; (b)Market
forces Requirements of products and services of an organisationtbrnal and
external agents may change through time, so the number oésegifor a product
or a service that an organisation is offering is not consteimtrefore, organisations
that offer services or products that nobody is requiringeha® reason to exist, so
they will disappear if they do not decide to change in ordesffer new products
and services that are currently being demanded [3[zér)eralisationsome organ-
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isations that are unable to acquire enough resources bjaipeg themselves in
a limited range of products or services manage to survivedopiming generalists,
i.e. by offering a set of products and services that are teteto a more general
purpose, thus increasing their number of potential custen(é) Decay and deteri-
oration: An organisation can be affected by environmental chartggsvtill make
its objectives obsolete or they could lose their sense gJf€chnological changes
An organisation can adopt new technology in order to impits/productivity in-
side the market where it is developing its activities [8];GbmpetenceOne of the
reasons for the organisational change is the existencgahations with a similar
purpose, turning into competence for them [8]; @@mographical featuresSince
organisations are open systems, agents populating therthaingnvironment are
heterogeneous. An organisation must control this diweisian effective way, pay-
ing attention to the different needs of these agents, birigrio avoid malicious
and/or self-interested behaviours by them [36];L(&)vs and regulationsThere can
be external laws that could affect the environment of an miggdion or its neigh-
bours organisations [8]; and @lobalisation Globalisation refers to the increasing
unification of the world’s economic order through reductiddsuch barriers to inter-
national trade as tariffs, export fees, and import quoték [Bhe goal is to increase
material wealth, goods, and services through an intemaltidivision of labour by
efficiencies catalysed by international relations, spseiion and competition.
Theinternal forcesof an organisation are signals produced inside an organisa-
tion, indicating that a change is necessary. Thus, it is imand to clearly define
these forces, in order to monitor them and to achieve thegghamthe most appro-
priate form and moment. The internal forces are Gaywth When an organisation
grows in both members or budget, it is necessary to changtritsture to a more
hierarchical organisation, with higher levels of bureatisation and differentia-
tion among its members [3]; (ower and political factorsThe most powerful
members of an organisation may have different objectivas tigents in a lower
hierarchical level, which can be even different from theamigational objectives.
The organisation may assure (for instance, by means of wdrs@rthat manager
agents do not impose their objectives above organisatajattives [3]; (c)Goal
successionThere are certain organisations that disappear aftehiegitheir goals.
However, some other organisations look for new goals toexehiTherefore, these
organisations will continue with their existence; (dje-cycle Some existing or-
ganisations follow the classic life-cycle model. Thusythppear, grow, change, and
disappear, to give way to other organisations [8]Hajnan resourcesManagers of
the organisation must control that their agents are corachitiith the organisation,
present an adequate behaviour and their performance iptabtes (f) Decisions
and managers behaviouindustrial disputes between agents and their supervisors
inside organisations are an important force for changeslitaordinated agent dis-
agrees with his/her supervisor, he/she could ask for nees tasdevelop inside the
organisation. If the management approves his/her petiiaraction must be car-
ried out; (g)Economical restrictionsOrganisations want to maximize their perfor-
mance. Therefore, they will try to obtain maximum benefiisgshe less possible
amount of resources. If it is considered that too much ressare being consumed,
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a change can be necessary; Mgrging and acquisitions of organisatian®ne of
the internal forces that will drive the organisational chams the merging of two
or more organisations, or the acquisition of one orgartusay another, leading
to bigger organisations where their structure and memlberslgd be reorganized.
Merging will allow to compete from a better position with ettorganisations; and
(i) Crisis: If an organisation is in a crisis due to a sudden drop of ifisieficy, a
possible solution is a deep organisational change, madjfsiructural and/or func-
tional elements, depending on the specific needs of the aan.

How to identify an acting force. A key issue when dealing with adaptation is
that forces that drive organisational change should be=ctiyrdetected. We have
defined a guideline (Table 4.1) [19] for detecting when a darcacting over the
organisation. For each common force that leads to orgamisdthange, a guideline
has been completed. On each of these guidelines, therepaeseated the different
factors that should be monitored in order to detect that eef@s acting. It must be
noted that not all factors are required to be detected inrdodstate that a specific
force is acting over an organisation, but just a subset fetli@ctors could be able
to trigger a force. It is possible for each factor to come faifferent sources, such
as from the behaviour of an agent, or the level of fulfilmergetfof goals.

Guideline for detecting a driving force

Field Description
Name Name of the force which is able to be detected by following thiideline
Description  [Describes how this force acts over an organisation
Type Internal or external depending on whether this force comes from the own orgaorsar its
environment
Factors
Name The name of the factor that helps identifying the force
Description | The description of this factor
Type The type of the factor (e.g. behaviour of agent/role, gohle@ment, etc.)
Value The value that this element must reach/not reach in ordez tmhsidered as a factor for charlge
Triggers Specifies whether this factor triggers the force by itsdlhtber factors are required in order for

a force to start acting over an organisation

Table 4.1 Guideline for detecting a force that drives organisatiata@nge

Solution for preventing damage or taking advantage from a foce. We have
also defined a guideline (Table 4.2) [19] for identifying thiferent organisational
actions that should be carried out in the organisation ireiotol take advantage or
to prevent damage from a specific force.

Each solution is described by its name, its descriptionfdahee (or forces) that
are intended to take advantage of or trying to reduce its dargaffects over the
organisation. Also, this guideline points out the factars detecting a force that
must appear along with the force in order to be possible tdyapgs solution, as
well as the specific roles that will carry out this solution.

The organisational actions are those actions that will pceda change in the
organisational definition when they are executed. Takimg\intual Organisation
Formalisation (built by theDS referring to the Organisational SpecificatidDE
to the Organisational Entity, angl to the Organisational Dynamics, as explained
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Solution for preventing damage or taking advantage of a fore
Field Description
Name Name of the solution
Description | Text describing this solution
Force The force that must be acting to apply this solution
Factor The set of factors that must be detected in order to be abledy ¢his solution
Actions The set of actions that must be carried out to apply this molut
Roles The responsible roles for applying this solution

Table 4.2 Guideline for applying a solution

in Chap. 1 Sect. 1.3) as reference, the execution of an argi@mnal actioroain a
virtual organisatiowg implies that the time increases- t + 1). An organisational
action is defined as:

VG —oa VO{
(OSOE, ¢) — (OS,0F, ¢)

This expression states that a virtual organisatignat a given time t, carries out
an organisational actiovathat causes a change in the organisational state, being
the new state of the organisation, at a time t+1. Notice thatriot mandatory for
an organisation to change every component in order to chigmgtate, i.e. QS=
OSVOE=O0FE'V@=¢).

The two proposed guidelines have been applied, as an examophe descrip-
tion of the external force "Obtaining resources” (Table)4vghich is explained as
follows:

Obtaining resources (External forcédgesources are commonly used as raw ma-
terials to produce the results of the services of an orgaois& herefore, if a service
is called, and it has a precondition that specifies that airesds needed to execute
a service, but the resource cannot be obtained using thentumganisational struc-
ture, itis necessary to look for a solution. In this case ntlost appropriate solution
could be to move any of the entities to a workspace where éisisurce is available
(i.e. place the entity inside the population of this worksga

(4.1)

Detecting "Obtaining resources” external force
Field Description
Name Obtaining resource
Description  [A resource is not able to be accessed by an organisation
Type External
Factors

Name Successful calls to a service
Description |If the rate for successfully executing a service is lowentaaiven threshold, it means that this fofce

is acting
Type Service providing rate
Value Threshold
Triggers This factor itself triggers the force

Table 4.3 Example of the guideline for detecting a force that drivegaaisational change

The solution to this force (Table 4.4) is to move an entityhaf brganisation to a
workspace where this resource is available. In our apprdhahmeans to execute
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the organisational action 'move entity’ to a workspace efdhganisationo, € ¥ &
atagiventimet.

Solution for "Obtaining resources” external force
Field Description
Name Move entity to a workspace
Description  [An entity of the organisation is placed in a workspace whieeeartifact is located
Force Obtaining resource
Factor Threshold of successfully executing a service
Actions Move entity to a workspace
Roles The responsible roles for applying this solution

Table 4.4 Example of the guideline for applying a solution

A different solution is to negotiate with another organisatin order to be able
to go inside this organisation to get resources or to allovexernal agent which
is able to get this resources to join the organisation. Motiat this solution is
appropriate just in case the organisation is not able to fiedréquired resource
among its perceived workspaces. So, it must look for it det#iie organisation.

4.4 A Framework for Adaptive Agent Organisations

It is well known that the growing complexity of software is phasizing the need
for systems that have autonomy, robustness and adaptaiiibng their most im-
portant features. It is also accepted nowadays that MAS haea developed in
artificial intelligence area as a generic approach to saiweptex problems. How-
ever, in order to fulfil their promise of generality and exdility, they should also
reach self-adaptivity, i.e. the capability of autonomguslapting to changing con-
ditions. This feature requires them to be able to alter tbein configuration, and
even their own composition and type. Their reorganisato@msbe seen, therefore,
as the first necessary steps to reach actual self-adaptivity

This section proposes an architectural solution to tadikdedynamism, which
will be supported by an emergent agreement - an evolvingtaathral structure
based on combining predefined controls and protocols. TaAeséandled in the
context of a service-oriented, agent-based and orgamisaéntric framework [40].
Next, we will discuss not only the architectural framewout also the mechanisms
to change their composition patterns and element types;haduie necessary to
achieve real self-adaptivity.

The Basic Framework for Adaptive Organisations.As the proposed approach
is based on service-oriented concepts, the main idea isporethe agent system
as a system of services, and the environment must be trupgtisdand dynamic,
it requires the use of rich semantic and highly technoldgiapabilities. Therefore,
it is considered a wise use afjentsin a broader context, with an upper layer of
services added to provide, in particular, the interopditplfeature. It is easy to
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conceive a service to present the operational capabitifias agent or, even better,
of a collection of agents as an organisation, which in tuovjles services. Using
agents allows the explicit treatment of semantics, a siradtcoordination, the use
of a methodology to service development, to structure the#marganisations, and
the use of their learning capacity, among others features.

Implicit in the definition of MAS is the need tegisteragents in the system, to
separate those ones who belong to the architecture frora tilos do not. The same
approach will be used to identify services. To allow theiteeral access, they will
be explicitly registered and grouped as part of a service.

The current research, which is included as part of the OVAM#biect [39], is
extending the objectives of the original platform THOMAS.[Besides providing
the necessary technology for the development of virtuahwoigations in open en-
vironments, it will allow to facilitate dynamic answers fohanging situations by
means of the adaptation and/or evolution of the organisatibor example, agents
forming an organisational unit could create (or remove)tl@ounit, affecting the
groups of the system; decide the moment to add or delete ntrersocial relation-
ship between roles could change at runtime, the conditiorsctivate/deactivate,
as well as the cardinality of roles; the system topologydgiby the relationships)
could be changed also at runtime and then validate the ckawifeobjectives and
organisational type; the services could be matched to nkss;retc.

The framework is evolving (currently adapting to OSGi [3BEsification) and
the applications are modularizing into smaller entitidiecbbundles. These entities
can be installed, updated or removed on the fly and dynamjgadvide the ability
to change the system behaviour without ever having to distsipperation. Among
the services provided by this standard, the Service Traappears as particularly
relevant, in the light of the proposed approach. This sermakes possible to track
other registered services on the platform. It is used torerthat the services to be
provided are still available or not.

In summary, the evolution of the agreement-based appraadhding the con-
cepts and constructs that it describes, has already shewalé#vance. The main
concern now, beyond performance issues, is the essentiahtlgm and the adap-
tive functionality required by the underlying architeeur

Adaptive Organisations based orinitiatives. A group of individuals can be ar-
ranged into certain structures, depending on concretsgaad they can be formed
by using two different kinds of mechanisntzintrolsandprotocols which are both
based on limiting the range of available actions. The foswan be seen as elements
that either enforce or forbid specific interactions (or é@ssttural connections). Self-
adaptive structures, being typically centralized [5],w8hoany classic examples of
this kind: most of them manifest explicit control loops, pired in regulators of
classic control theory. On the other hand, protocols, whitter enable or channel
behaviour, are based on consensus and agreements. Theg deadnibed generi-
cally as the way to control decentralized (even distribpséictures [20]. Basically,
when protocols are present, every agent knows the way toatttevith the rest; it
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is necessary to comply with them to be able to communicateatihe same time
they are also regulating the development of the interadiingture itself.

These two mechanisms define a wide spectrum of regulatiowhinh agent
organisations and their architectures are simultanedslyessed by atomic, unary
controls (norms, limits, locks, control loops or consttajrand multiple, connective
protocols (hubs, bridges, channels, or spaces). Itis itapbito note that the purpose
of these mechanisms is to "discover” a suitable structuoenfrols and protocols so
that a global structure can emerge. These elements makiblpdesdefine the main
inner structures in order to obtain agreement-based @gtnins. Once a primary
structure can be defined, an elemental group emerges asraipagl organisation,
which will be referred as aimitiative: not yet fully established, but still evolving.

Nevertheless, thaitiative can continue growing and mutating because of its
adaptive nature, but when it has some "stable” structuregiit be called organi-
sation. This "stable” structure is achieved when all thetipigiants can afford the
necessary agreement in order to gain the objective. Thisegsocan be thought as
the system moving to a new state, in which the structure ofghst” is supplanted
by a "new” emergent structure. Obviously, this novel stiuetadmits new elements
because of the dynamic environment, but now one of its gsale reinforce its
nature.

An initiative can be generated from patterns, naradéptation patternswhere
the term is used in an architectural sense. They are prgrsirom the required
services of aimitiative and the corresponding semantic refining. Some of them have
been already identified, and receive such names as Facadiativl, or Surveyor,
among others (see Figure 4.1). The patterns representadra®f a static structure,
leading to a dynamic one, thaitiative, reaching a "stable” form, the organisation.

Adaptation Patterns. As already noted, the adaptation patterns are pre-designed
from the required services of anitiative and for the corresponding semantic re-
finement. Particularly, these are not classic object-te@ipatterns, because they
are defined in a different context: they are architecturtibpas.

According to [45] it is possible to classify the archite@ludesign patterns as
follows: monitoring (M), decision-making (DM), or reconfigation (R) based on
their objective. M and DM patterns can also be classified teecreational (C)
or structural (S), as defined in [21]. Likewise, R patterns akso be classified as
behavioural (B) and structural (S) since they specify hophtgsically restructure an
architecture. Several of these patterns have been alrdadtified for the proposed
approach. In Table 4.1, for instance, three of them are testrFacade, Mediator,
and Surveyor.

Obviously, there are more patterns and not all of them desanly roles. For
instance, the Surveyor Election defines the protocol (onengnmany) to decide
the next surveyor; and Surveyor Change describes a pratmdeimote the current
surveyor and forward its knowledge to a new one.

All these pre-figured changes are applied to organisatioaishiiave reached a
quiescent or safe state for adaptation [33]. In this casmehapure adaptation,
the importance lies in the way that an existing organisatias to adapt to a new
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Name Category Description

To be able to easily interact with an organisation,
which still lacks a defined structure, some agent has to
represent the organization itself in terms of interaction.
This agent redirects any incoming communication.

During the emergence process, the organization is not
vet established, and data services are probably not
working. Some agent must act as a mediator, which
makes possible to access to data sources, although
indirectly, and also to perform the necessary (semantic)
translations.

During the emergence process, at least one agent must
monitor the growing of the initiative itself, both to decide
when new elements are inserted, and also when the
initiative forms a “stable” organization. It has access to
the pattern library and decides when a certain pattern must
be triggered.

Facade M. S

Mediator R B

Surveyor R S

Fig. 4.1 Adaptation Patterns: architectural design patterns

behaviour. First, it has to realize that a change has oatLireea change can emerge
in an intrinsic way [44], and then it has to adapt itself.

There are several scenarios to develop this adaptive bmlraveaching ulti-
mately a "stable” configuration for aimitiative which therefore becomes an or-
ganisation. For example, in an emergency situation, sorfieepears can arrive to
the crisis area but no one is the leader of the group. Thegvicdl previous internal
protocol to choose a leader (even hierarchy is a protoaad)tlais agreement gener-
ates a preliminary organisation. This is what it is callegeaerative protocoMWhen
the individuals follow this kind of protocols, they defineplitit structural patterns.

Lifecycle of Self-Organizing Structures.As we already noted, depending on
concrete goals, any group of individuals can be arrangeddettain structures by
using controls and protocols. These elements will makeiples® define the main
inner structures in order to obtain agreement-based agtons. Once a primary
structure is defined, an "elemental” group emerges as awrelry entity: theni-
tiative. It will grow with the environmental dynamics until becom#a a "stable”
organisation.

Figure 4.2 summarizes briefly the lifecycle of our self-arigiang structures [12].
This cycle can begin with a single agent, which is able togrenfcertain interac-
tions and has the potential to export some services. lyitialdoes not belong to
any organisation when reaches the system. However, it ¢esnfd a number of
predefined controls and protocols, which "guide” the ageinteraction and enable
it to maintain structured conversations with others, cosipginformal groups of
agents.

When an external change occurs, the system must react witluaptive be-
haviour, and this is the functionality that must trigger foemation of the self-
organizing structures (organisations). The system isigeavwith a number of
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ptation
Pattern

AGREEMENT

Interaction

O s A comvor [ ] fteretion’ (T e
Q Organisation Ej Protocol [~ JInhibitor | )Initiative

Fig. 4.2 Lifecycle of a self-organizing structure (from [12])

Key

adaptation patterns in order to achieve some desired opadhese patterns are
partial definitions of elements and relationships, whiatiude enough information
for an agent to learn how to perform some behaviour. Theeetorder the guidance
of an adaptation pattern, certain agents within the grogpiae specific functions,
and begin to form an actual structure: this is ithiiative. Of course, these organi-
sations are able to evolve themselves, and to participdéeger agreements [12].

As already noted, the system is ultimately conceived asvacgeoriented archi-
tecture; so methodologically, the first stable organisetimust be considered as the
providers for certain high-level services. Then, thesgises must be proposed as
the starting point for the functional definition of thoseffinsganisations.

4.5 Adaptive Agent Organisations with Sociotechnical Sysims

The challenges in creating software for modern complex astdlolited computing
environments are described by Sterling & Taveter [47]. Tagytime-sensitivity,
uncertainty, unpredictability, and openness. It is a probhow to design systems
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that work effectively in the modern environment, where coitiny is pervasive,
people interact with technology existing in a variety ofwetks, and under a range
of policies and constraints imposed by the institutions solal structures that we
live in. The key concepts that Sterling & Taveter [47] usedesigning open, adap-
tive, distributed, and self-managing systemsagentsandsociotechnical systems
An agentis suitable as a central modelling abstraction for repr@sguistributed
interconnected nodes of the modern worlds@ciotechnical systeencompasses a
combination of people and computers, hardware and software

The novelty of the approach to be presented in this sectitimaisit shows how
treating software-intensive systems as sociotechnicérys that consist of inter-
acting agents facilitates the design of such systems. Vilm ¢theat the methods for
designing adaptive sociotechnical systems should bewerdérom social sciences
rather than from exact sciences. We show how it can be done.

To start with, it is crucial to understand how social and techl systems differ-
entiate each other. Only when this understanding is actijéwsill become possible
to form the foundations for designing systems. On this gding, in this section we
first analyse differences between social and technicaésystThen we introduce
requirements which should be considered while designicgsechnical systems.
Finally a case study of adaptive and iterative developmeélhbe introduced and
explained.

Social SystemsSociotechnical systems are more complex than merely techni
cal systems. Methods of exact sciences are not applicaldedial systems. As
Prigogine [43] pointed out, the world is a complex systemahtdevelops in irre-
versible time. It is impossible to re-create the same sinah a social environment
because social experiments are not conducted in a labgr&ocial experiments
have impact on society and therefore initial conditiond af$o change. A social
system can be viewed as having two kinds of statuses. Thedeswaoe "is” and "is
not” or "agree” and "disagree”, depending on the situatibme action of choosing
a status by an agent triggers some event.

Popper states that no scientific predictor - whether a huro@mtsst or a cal-
culating machine - can possibly predict, by scientific md#)ats own future [42].
Luhmann [34] (p.177) claims that establishing and maintajrthe difference be-
tween system and environment becomes the problem, beaausach system the
environment is more complex than the system itself. Allad Richter [4] lead this
thought to the conclusion by saying that "the differencdeydenvironment is not
ontological but an epistemological - it is continuously stvacted by the observer,
based on his actual motive”.

Technical Systemslin contrast to social systems, technical systems can be stud
ied by applying the methods of exact sciences. The expetsrmmnducted with
technical systems in a laboratory are repeatable and the satoome is expected
from them. For example, the results from chemical experimgimould be identical
when the same experiment is repeated under the same initiditons.

Also in software development time does not have an effechersystem when
the system is not intentionally changed. This means thaleviesting the system,
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the same test case should end with the same results. A seféystem is considered
to be of a high quality when it functions as expected.

In technical systems, the difference between system anidoanvent is drawn
from early on. For example, use cases of UML pressure the leode decide
the system boundary already at the beginning of requiresv@gineering. We can
conclude this section by stating that important featuregeohnical systems are
predictability and clear system/environment difference.

Considerations for Designing Sociotechnical Multi-AgentSystems.In the
previous section we pointed out that social systems arengalbe different from
technical systems. Here, we supplement this reasoningabpordting considera-
tions for designing sociotechnical systems. The most itambipoint that we argue
is that sociotechnical systems should be designed by followingciples of be-
havioural and social science3he rationale for this is that behavioural and social
sciences are more complex and therefore their charaatsritould be used when
designing sociotechnical systems. Only then can socialtecithical systems be
merged.

First of all, we need proper abstractions for engineerirgjodechnical systems.
Central among such abstractions is that ofagent which we term as an active
entity, such as person, software agent, or robot. It is wdhile to point out here
that also people are agents. People live and act in the woddrderact with each
other. Viewing people as agents helps to conceptualizesssin terms of agents.

Because of continuous time, sociotechnical systemkermeand-novgystems or
run-time systems where agents should adapt to changes @antir@enment gradu-
ally at run-time. It is important that no agent in the systezadas to know everything.
It is sufficient when an agent knows enough to achieve higivergoals. If the in-
formation required is not available in the current situatithe agent will use the
information that is available or will try again after a whildowever, that will be
anotherhere-and-novsituation.

Sociotechnical systems should be gradually extendablether words, so-
ciotechnical systems do not require that all of their caustit agents should be
implemented at once. For example, a human agent can create-peoson com-
pany. When one person cannot any more manage with all of $ke tand there are
enough resources to hire another person, the organisaiobeextended.

In order to develop good-quality sociotechnical systerns,goals of thesys-
temshould be known, usually by human agents. Designing a sgérizing agent
system without a known outcome is of no value because th@mégcan be order
as well as chaos. What is not predictable is how exactly thasgof the system
are achieved. As time is irreversible, normally there axess options for achiev-
ing the same goal. Therefore adaptive and flexible systentshveian keep up with
changes occurring at run-time should be designed.

In sociotechnical systems, storing history is not the maiarjly. Rather it is
important for each agent of the system to know from where tainbinformation
and how to utilize it. More important than having a lot of dat¢éhe system is having
agents that can interpret data for realizing their goals.
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Sociotechnical systems should follow patterns of sociateays. In a society,
each person is an autonomous agent. No one knows informedtiout the society
as a whole but everyone knows the information necessarylfibifsi objectives.
Moreover, no one, not even the President, knows all thernndgion about a reason-
ably large organisation such as Tallin University of Tedbgy. However, society
as a complex system works reasonably well, despite thetiateach member of
a society knows only a very small part of the whole system. Y¥ecanvinced that
this approach is also applicable to engineering socioieahsystems.

Based on the preceding arguments, when designing sociotetkystems, there
is no need to describe their environments as accurately sslpp@ (and as was
indicated in theSocial Systemgaragraph, it is not even possible). What matters
that each constituent agent of the system knows enough abgpecific objectives
and about the means of achieving them.

System design for complex sociotechnical systems requoaesapproaches. In
next Section 4.6 we propose a solution for adaptive devedoprof flexible so-
ciotechnical systems in such a way that an environment dutdsane to be analysed
in its entire complexity and the system can be developedtagipand iteratively
to match a continuously changing world.

S

4.6 Adaptive and Iterative Development

In this section we propose an approach for iterative bottiprdevelopment of
sociotechnical systems based on agent-oriented modeWegclaim that this ap-
proach is applicable to the systems consisting of humaroama#n-made agents.
Another claim is that if sociotechnical systems are devetbghis way, they can be
easily adapted to the changing conditions.

The rationale for this approach is that contemporary cormgystems can have
no agents who know all the information. It is not even neagssa have such
agents. Instead, it is important for each agent to know ijsatives and the means
of achieving them. In our view, sociotechnical systems &hbe developed in it-
erative phases. A system in its any phase should includeaat me agent who
is aware of the goal which should be achieved by the systemvasoke, i.e. the
system’s purpose. As we do not yet live in the world describgdsaac Asimov
[7], where man-made agents can create themselves, at tilmegof adaptive de-
velopment the agent who is aware of the system goal is a hugemt.aWhen an
agent knows the system goal, a complex system environmest iat have to be
described in detail. Each agent knows its objectives argdgtsufficient to achieve
the system’s goal.

Our approach is rooted in agent-oriented modelling progdse Sterling &
Taveter [47], which was overviewed in Chap. 1 Sect. 1.4. Hanyanstead of us-
ing agent-oriented modelling for jusip-downdevelopment of sociotechnical sys-
tems, as proposed by Sterling & Taveter [47], we propose jphyagmgent-oriented
modelling also to iterativéottom-updevelopment of sociotechnical systems. We
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have chosen agent-oriented modelling because it suppelit$h& openness of so-
ciotechnical systems by postponing deciding the systeritt@arment boundary un-
til platform-independent design.

In our approach, agents belong to different abstractioel¢eFirst-level agents
are always used because they do the actual work, such askdisgpoars or cell
phones on a production line. Therefore agents of the fivettlare created before
agents of other levels. Figure 4.3 represents two first-iegents who know each
other. If the goals to be achieved by these agents are dfi@igird, the agents
can coordinate their activities just between themselvks.cbordination may lie in
passing the product that is being assembled from one industbot to another in
a timely manner. This kind of situation is depicted in Figdrg.

Agent 1.1 «——— Agent1.2

Fig. 4.3 Acquaintance model for agents of the first level

Let us suppose that the requirements of a sociotechnicdayare represented
in the form of a goal model of agent-oriented modelling [4¥dttwas overviewed
in Chap. 1 Sect. 1.4. Examples of goal models are depicteigurés 4.6 and 4.8. If
new goals and/orroles are added to the goal tree, more agegtseed to be created
at the same level and/or at higher levels. In particulamesgef a higher level have
to be created if agents of lower level(s) need more cooridindgd achieve their
objectives. In Figure 4.4, an agent of the second level - g@nahas been added
who interacts with agents of the first level. If a manager eat] agents of the next
lower level need to become aware of it because the managerskadigher-level
goal. Another reason for adding a higher level agent mayduarilcertain situations
lower-level agents do not any more manage with the task at &ad need advice by
a higher-level agent. For example, if lower-level agenta sociotechnical system
are man-made agents like robots or software agents and gherHevel agent is
a human, lower-level agents might ask for his/her adviceuph a graphical user
interface built for this purpose. In this kind of situatiolh lawer-level agents have
to be aware of the higher-level agent.

Agent 2.1

[\

Agent 1.1 «——— Agent 1.2

Fig. 4.4 Acquaintance model for agents of the second level
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An agent of a higher level might not be aware of (all) the agettthe levels
below it. This is illustrated by Figure 4.5, according to alihian agent of the third
level is aware of just one agent of the second level, who ibglty the manager
of the second-level agents. Agents of different levels caiadided to a sociotech-
nical system separately and adaptively when system ragairs change or goals
develop.

Agent 3.1

Agent 2.1

Fig. 4.5 Acquaintance model for agents of the third level

Case study of adaptive and iterative development\Ve illustrate our consid-
erations by introducing an example from the problem domé&iassembling cell
phones by a sociotechnical industrial automation systemsistng of autonomous
robots and humans. The robots are equipped with sensorscamatas and are
capable of reasoning and interactions.

We describe the requirements for the sociotechnical systehe form of a goal
model. Figure 4.6 shows that for achieving the purpose ofylséeem - Assembling
cell phone - several subgoals need to be achieved. Just ené -agn agent play-
ing the Manager role - is aware of the system purpose: Asseoddl phone. For
achieving the subgoals, agents playing the six other rodgécted in Figure 4.6
are required. First, an agent playing the Internal Comptsnassembler role puts
together internal components of a cell phone. After thatagges the intermedi-
ate product to an Internal Components Tester. If the intdiate product does not
pass the tests, an Engineer will fix it and return the prodwetrt Internal Compo-
nents Tester for an additional iteration of the same tedter Ahe tests have been
passed, an Internal Components Tester sends the intetm@diauct to a Cover
Assembler who equips the cell phone with display and coviérereafter it passes
the final product to a Cell Phone Tester for ultimate testikgypreviously, if a cell
phone does not pass the tests, an Engineer will identify anthdi problem. If a
cell phone has passed all the tests, it will be forwarded tasaa¥f Checker for fi-
nal visual checking. All the roles explained can be perfairbg either human or
man-made agents, such as industrial robots. Please notéhatgyoal models, such
as the one represented in Figure 4.6, do not prescribe arpotany sequence of
achieving subgoals.

Temporary sequence is presentlgsign modelsuch as the interaction protocol
represented in Figure 4.7. Another difference betweeryaisahnd design models
is that design models represent interactions, behaviandsknowledge oagents
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Fig. 4.6 Goal model of assembling cell phones

of specific types playing the roles of the system. The intevaaliagram depicted
in Figure 4.7 represents that the production process beagthsplacing internal

components of a cell phone onto the printed circuit boards Tdsk is performed
by a robot playing the role Internal Components Assembl&er4he internal com-
ponents have been placed onto the circuit board, a humar pigging the role

Internal Components Tester tests the internal compon#rite internal compo-
nents pass the tests, the Internal Components Tester 88l th& circuit board to
the robot performing the role Cover Assembiler. If the inééiomponents fail one
or more tests, the Internal Components Tester will passitbeitboard to a human
agent playing the role Engineer. In Figure 4.7 this casepsesented by the first
alternative box "does not pass test”. The box includes tmelition which models

that the Internal Components Tester keeps sending thatdimard to the Engineer
until the circuit board passes the tests. Thereafter thoaitiboard is forwarded to
the robot playing the role Cover Assembler. The robot skigié circuit board and
all the other components according to the model specificdtycthe front and back
cover and passes the resulting cell phone to the human alggiigpthe role Cell

Phone Tester. The integrity of the cell phone as a whole tedasext. If everything

is working properly, the cell phone will be sent to anothemiam agent playing the
role Visual Checker who makes sure that the appearance tfdnoae has not been
damaged during the assembling process. In case the Covemhks has failed to
produce a high-quality cell phone and the Cell Phone Tesseoders a problem
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with it, the newly assembled cell phone will be sent to theikegr. The Engineer
finds and fixes the problem and returns the phone to the Cehdfiester. This
process continues until the cell phone passes the tesswdfich it is again sent to
the Visual Checker.

nemal nemal Cover Assembler Cell Phone Tested Visugl Checker Engineer
Components Components
Asmmbler Tester
Testintemal
companents

—
i altdoes not pass ms:/
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Fig. 4.7 Interaction protocol of assembling cell phones

Let us now suppose that the cell phone industry has new egeints for new
cell phones with cameras. A sociotechnical system has tg fiexable as possible
to adjust to new processes and incorporate new goals arglifoleeded. The pro-
duction process of cell phones with cameras needs moreiatteas compared to
the production process of "ordinary” cell phones. In the meguirements described
as a goal model in Figure 4.8, this is reflected by the new goethecking a cam-
era and the new Camera Checker role attached to it. As a @& sthlis change in
the requirements, an agent playing the Camera Checkeinkethe sociotechnical
system. After this, the sociotechnical system continuésrtotion as the production
line described in the previous paragraph. The only diffeega that an agent playing
the Camera Checker role checks cameras before the ultinsais ehecking activ-
ity is performed. If this new agent can inform the other ag@fithe system about its
capabilities, the interactions, behaviours, and knowdeafjust theaffected agents
in the supply chain will change accordingly. There is no rfeedll the agents of the
system to become aware of a new agent playing the Visual @neale. The whole
system functions perfectly well when the new agent knowstwindo and who to
interact with and only some agents are aware of the new alyeatsimilar way,
all agents do not have to be aware of the overall goal of theesyd-or example, a
Visual Checker does not have to know that the purpose of tteisyis to assemble
cell phones. The system operates very well when a Visual kKeln@nly knows how
to control cameras and who to interact with.
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Fig. 4.8 Goal model of assembling cell phones with cameras

Figure 4.9 depicts the interaction model of assemblingptethes with cameras.
In comparison with the interaction diagram representedigurde 4.7, it includes
another alternative box entitled "camera does not fit”. Tbg models that if the
camera is improperly placed or contains dust, a human adggyihg the role Cam-
era Checker will send it to the Engineer. This alternativecpss is repeated until
the Engineer has fixed all the problems with the camera theg been detected.

Bottom-up iterative design organized in the way descrilpetiis section results
in evolutionarysociotechnical systems. In such systems, all the agentstd@we to
know what each of them knows. A sociotechnical system fonstproperly when
each agent is aware of its own objectives as a minimum andtdabeuneans of
achieving them.

In contemporary complex sociotechnical systems it is nasifée to possess all
the information about the environment and to keep this métion continuously
updated. To reflect this, we proposed in Sects. 4.5 and 4.Bi©Chapter an it-
erative bottom-up development approach of sociotechsigstems. Such iterative
developmentis flexible and adaptive. Therefore it is easylapt to a rapidly chang-
ing environment. In the near future, we plan to complement gwdels by role and
domain models, and interaction models by agent behavialkaowledge models
and to design and implement an environment that would ertaltig our approach
out in series of experiments. Designing the environmentmtsas working out a
formal language for
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4.7 A role evolution mechanisms as an information source of
trust

In Open Multi-Agent Systems (OMAS), deciding with whom teeiract is a partic-
ularly difficult task for an agent, as repeated interactioith the same agents are
scarce, and reputation mechanisms become increasinglifabie. Here we present
a mechanism which can be used by agents in an OMAS to take mforenied de-
cisions regarding partner selection, and thus to improe@ thdividual utilities.
This mechanism monitors the interactions in the OMAS, ex®la role taxonomy,
and assigns agents to roles based on their observed perfoermadifferent types
of interactions. This information can be used by agents ttebestimate the ex-
pected behaviour of potential counterparts in future agons. We thus highlight
the descriptive features of roles, providing expectatiointhe behaviour of agents
in certain types of interactions, rather than their norueafiacets.

In decision making (DM) processes for selecting partneesitggmay make their
choice supported on three different types of informaticamaly:i) past own ex-
perienceji) opinions from neighbours (reputation); aiiiji other “organisational”
information sources. The first two types have already beelelyistudied in many
works [31, 48]. Some other works [27] have studied how orggtivnal information
influences agents’ selections, especially when no dirgagences — or not reliable
enough — have been collected before.

We deal here with this third type of information aforemengd, namely how
agents can use organisational structures to better deterigood” partners to in-
teract with, especially if no valuable direct experienaessvailable to reason about.
We show that agents cannot only exploit existing orgarasati structures, in par-
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ticular, role taxonomies, to determine trustworthy caathd to interact with, but
we also put forward a mechanism that makes use of the infwmiatanaged by the
agents’ trust models so as to create and evolve role tax@sMie claim that this
taxonomy evolution provides agents with more precise metion, helping them

to make better decisions such as to decide which other atgeinteract with. Thus,

in [11] it is proposed an adaptive mechanism that evolves taonomies by us-
ing a multidimensional clustering algorithm to capture &&bural patterns among
agents.

Organisational Structures for Agents DM. The environment we use to de-
scribe the mechanism presented in this work is based ondiéesikted Multi-Agent
Systems (T-MAS) which can be specified as follows:

Definition 2 A T-MAS is a tuple TM&ery, 27, 7, % ), where:

e ./ is a set of agents participating in the MAS; we assume eachtage o7y
has an utility functionZ, : @79 x .7 — R, wheregZg is the delegated agent that
performs the task’;

e 2 is the environmental state space;

e 7 is a set of tasks that can be performed by agents;

e 7 . Z — Risthe system utility function;

The functioning of a T-MAS is as follows (at each time step# fask is assigned
to each agerd; € .«7; i) if an agenta; cannot perform the task by itself it reassigns
(delegates) the tasks to another agent o7y; and iii) agentsa; performs the task
anda; obtains a utility from the performance. Furthermore, weiassthat the util-
ity obtained by an agent at a certain time step is equivatethie agent’s perception
on the fulfilment of the delegated task to another agent. Nwatethis definition of
individual utility allows for subjectiveutility functions. In this senseZa(b,t) rep-
resents the subjective perception of agemin how well agenb performs task.
Notice that an agent may delegate a task to itself if consitieat it is the more
qualified agent to carry it out.

Organisational Information. The mechanism presented in [11] is based on the
use of the conceptwle androle specialisation taxonomy\Ve conceive roles from
the point of view of an observer, i.e. as a seegpectationsegarding the behaviour
of agents performing certain actions. This means that egererates by itself some
public expectations over certain actions that agents pipiyishould accomplish.

Aroleina T-MAS is a pairr, &) so that the agents playing the rolare qualified
to perform the tasks in the sétin the sense that they are “skillful” for those tasks.

A role specialisation taxonomy structures the roles byhdistaing a specialisa-
tion relation>, based on the skills of the agents playing those roles; thagiven
two different rolesrq,ro € R thenr, oy ry iff. there is a subset of tasks from on
which agents playing role, perform better, on average, than agents playingmole
The hierarchy contains a top role - the root of the taxondmyt, &root) - Which
contains all tasks and is not a specialisation of any otHer Tdnis is consistent with
the assumption that every agent can perform every task. Wassume that every
agentin a T-MAS plays at least the top role.
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A Trust Model for Agent’s DM. A trust model is usually used to endow agents
with an internal representation of information about o¢hiarorder to better choose
partners to interact with in any DM process. In the contexa gF-MAS, we use
the notion of trust model as a mechanism that drives the dgesitoose the most
trustworthy agent to which it can delegate a given task. fimzdels aims at cal-
culating expectations on other agents on particular $itasf by either using past
information gathered through the time — based on past ictieres — or inferring
using opinions from third party using their own previousasssnents.

The main contribution of the work is twofold: i) building etaxonomies con-
taining on the expectations that the agents participatirige T-MAS are currently
calculating during their execution in the T-MAS; and, ii)esgs may make use of
the created role taxonomies in order to tune up their own @=piens on differ-
ent situations. These two processes are executed in paradleontinuously repeat
during the T-MAS lifetime.

Next algorithm describes how an aganises the information provided by a role
specialisation taxonomy?.7 together with its own experience about previously
delegated tasks in order to select an appropriate agentitthvithcan delegate a
given task.

1. r = mostSpecializedRolesForT &k

2. g = agentsPlayingRolé€s)

3. bestAgent= local TrustEvaluatiofe, 1,t)
4. delegatét, bestAgent

For the calculation of trust valuetg ., r,y € [0..1], we assume that agents
store their past experiences in their internal structuréoim of confidence val-
UESCqy (4 ry)» dENOLing the recompiled confidence an agemas in agena; playing
rolery .

Evolution of Role Taxonomies.Creation of new roles is be based on trust that
other agents have on a specific role - that is similar to sayHeragents playing that
role in the system”. Trust is a subjective measure, sincalhagents neither have to
share the same preferences in the system nor have to usertbérsat model. The
mechanism defined in [11] tries to build a source of informmati role taxonomy -
from subjective individual assessments of trust.

This mechanism employs clustering methods to capture hainal patterns of
agents performing tasks. The idea is to identify groups ehé&gjthat perform a set
of tasks better than others and to reflect such cases in foammeydv role. In order to
do this it is assumed that agents store confidence vajues ), representing agent
a's recompiled experience on how well aganperforms a task(from its particular
point of view). The confidence values stored by agents peoaitheans to represent
agents as a point in the n-dimensional vector space formealllpossible tasks
t € .7 in the T-MAS wheren is the number of tasks it¥". In particular, each agent
a can be represented as a tu@le (cy,Cy, ...,Cn) Wherecy is defined as follows:

> Caiaty

ac.y

7‘%‘ (4.2)

Cx =
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The set of vector representations of agents — e.g., thesjpase formed by agents
— is denoted byl S= {&= (C1,Cy,...,Cn)|a € <Z}. In a similar way, given a role
r« € Z, a trust space for the agents that have ever played thatgalefined as:
TS, ={a=(c1,Cy,...,Cn)|ac «/gand aenactsy}.

Trust-based Multidimensional K-Means. To specialize roles - create new roles
in the role taxonomy - th&-meansclustering algorithm can be applied, whdre
represents the number of clusters to be created in eachtexeduet TM be a T-
MAS with a set of rolesR and a role specialisation taxonon®.7 = (R;>). In
order to evolve the role taxonomy, the clustering algoriierapplied to each set
TS, with rj € Randrj being a leaf in the taxonomy?.7. On each execution,
the algorithm returns a set &fclusters. A cluster centroid represents the expected
behaviour of all the agents belonging to it and the wholetelugpresents a pattern
of behaviour for all the agents included.

The possible clusters returned by the algorithm are cateidar the creation of
new roles. We process the clusters and only convert it inenarnlery if the agents
enactingry provide a better performance (on average) on at least orteedbsks
of the role it extends. Furthermore, when deciding whethduster should form a
new role or not, the mechanism applies two additional dat€r) we do not create
roles with “bad” behaviours. We apply a threshéduch that a new role is only
created if the tasks it specializes have at least an expeatad of 0; (b) in most
of the cases we would want to create new roles if, in fact, thay have a "long”
life. That is, most of the times there is no much sense oniagatles when only
an agent may play it. Would make sense to createSalgeonif only one agent in
the world could play it? For that reason, we include anothrshold, called” that
determines the minimum number of agents that a cluster maktde to have the
possibility of converting the cluster into a new role.

4.8 Group-Oriented Coordination

Adaptive Agent Organisation can focus on different pertpes: the macro-level
for analysing and coordinating the overall performancexflaecosystem, and the
micro-view for observing and manipulating the autonomayenas and an interac-
tion layer for interlinking both. Taking global and individl objectives into account,
the metaphor of groups can combine them to improve theitiesiland benefits. Co-
operation and coordination mechanisms need to find an bguit for global and
individual objectives. We apply the group-oriented copation on a simple exam-
ple allowing agents to form faster and slower groups, desdrimore in detail in
Gormer&Miller [25]. As previously explained in Chap. 1¢6el.5,Groupingal-
lows an agent to extend its range of perception (RoP) by eégihg information
with other members. Agents are coordinated at group levelugoriented coordi-
nation allows agents e.g. to form faster and slower ageniggidEach group has an
agent group leader. In case fast groups are blocked by dtveigsoups, the group
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leaders will communicate with each other to arrange plang#&eh group (called
group plans). The group plans are known to all group membeting based on
group plans, quick agents can avoid being blocked by otloev agents and vice
versa. Informally, the three main elements of group-oddrtoordination can be
described as follows:

1. Decentralised dynamic agent groupingAgents autonomously form groups de-
siring the same goal. An agent group contains a group leadkem@mbers. The
group leader is responsible for the coordination of the giomembers to avoid
detectedtonflict situationsvith other groups or agents. Since agent organisations
usually are situated in dynamic environments, agent gratggynamically cre-
ated and maintained. This means, the number of agent grodpgbe number of
members of a group change constantly over time.

2. Conflict detection and global coordination The second element of group-
oriented cooperation is to coordinate members in case dficopetween agent
groups. A conflict situation can be detected by group leadenembers. Each
agent of a group will scan in its range of perception (RoP)dibrer groups,
which potentially will block its group (conflict group det&m). Once a conflict
situation between two or more groups is detected, it will benmunicated to
group leaders. A group leader coordinates its members biidgfan appropri-
ate group plan. The choice of group plans is a negotiatingga®between lead-
ers of groups, which are in conflict situation. The group plaave a warranty
that members are not blocked by members of other groups. Cameation lim-
itations only allow an agent to communicate with other ageviten they are in
a fixed RoP. This means, a leader cannot exchange messaggnwitter leader
of a conflict group if the two are out of communication rangewsdver, we as-
sume that members of an agent group can forward messagesiraetders to
receivers in a multihop fashion.

3. Coordination strategy of an individual agent At this step agents decide their
plan of actions for the next time period. Reaching and maiirtg desired goal
is the original goal of each agent. An agent chooses its plamsh allows it to
reach its goal as soon as possible. However a member agerid ggometimes)
obey the coordination of its group leader to avoid conflittaions. Thus, an
agent should always decide whether to choose its own pladasthe coordi-
nation of leader or to choose it based on its local goal.

4.9 Organisational perspective of a task assignment modedif
cooperative MAS

The problem of coordination of multiple mobile agents whidiaborate to achieve
a common goal in an environment with variable communicatiomstraints arises
in numerous man-made systems. In order to analyze suchhsystiee design of
coordination and agreement strategies and mechanismspetlific inter-agent in-
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formation exchange principles, and limited communicattogether with their in-
fluence to the emergent behaviour of the system must be addies

In [24] we address a cooperative control problem in whichamtef mobile
agents under different inter-agent communication cooétihas to accomplish cer-
tain mission. Generating the individual agent trajecwaird associated actions that
accomplish this objective can be viewed as the dynamic asggt of each agent
to certain subset of spatially distributed tasks in somemblogical order.

To efficiently assign agents to tasks, we are interested dinfigna maximum
matching (i.e., a one-to-one assignment of agents to tagkish minimizes some
multi-agent system’s (MAS) collective cost function. Thedue of the latter is as-
sumed to be the sum of the individual costs associated with agent-task pair
matching in each assignment run, depending on some factpr {ene, energy,
etc.) that it takes every agent to travel to and completessggaed task. This kind
of problem is equivalent to the minimum weight maximum matghproblem in
a bipartite graph or assignment problem in the operati@sdarch field; the latter
can be written as an integer linear program and optimal isslsittan be computed
in polynomial time. Many centralized algorithms of polyniafrcomplexity exist to
solve it, e.g., primal simplex methods, Hungarian, duapsax (see, e.g., [37]) and
relaxation methods (see, e.qg., [30]).

However, in the case of decentralized cooperative MAS wthene is no central-
ized decision-maker and each agent keeps potentiallyéiftéocal information, the
centralized algorithms for task assignment are inadeq&atee, generally, agents
are placed on different positions and possibly with differetility functions, the
benefit and the costs of getting assigned to a particularviésbke different. As-
suming that agents are capable of communication, and tlcht agent may have
information that is local and not known globally throughth# team, agents will
have to exchange relevant information and negotiate inrdgediind the sufficiently
good assignment for all. Such MAS scenarios require desiéred coordination
mechanisms and rules which will assign tasks to appropaigeéats in order to ob-
tain a mutually acceptable and efficient outcome. In [24]s#ithuted coordination
model for task assignment is proposed, which is based ondwamation mecha-
nisms which are complementing one another based on the shecommunica-
tion graph among agents: a distributed version of the Huaganethod [24] which
calculates an optimal solution to the task assignment pmpéand the dynamic it-
erative auction [35] inspired by Bertseka'’s auction alton. Agents select the task
assignment mechanism based on the connectivity of theimaomtation graph,
and when selected, the mechanism defines a set of roles astidtegjies for these
roles that by mutual interaction find the multiple task assignt that maximizes
the global system’s utility. It is clear that the shape of teexmunication graph is
directly influenced by the choice of the agents’ transnttiange, i.e., the larger the
range, the less likely it is that the communication netwagkdmes disconnected.

The proposed task-assignment model integrates two mesrharfor efficient
task assignment: distributed algorithm based on the Husnganethod [24] in the
case of complete communication graph and the distribuezdtive auction algo-
rithm [35] inspired by Bertsekas auction algorithm [10]le case of a disconnected
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communication graph among agents. They are integratedsmvy because the
former is less computationally expensive and together wighlatter, it gives the
optimal assignment solution in the case of completely cot@tecommunication
network. The latter can function also in the case of discotetecommunication
network, resulting in the sub-optimal result where the @ermiance is bounded in
the worst case ([24],[35]).

These two coordination mechanisms promote desirableldmhaviour in terms
of efficient optimal or close to optimal task assignment sohs for collaborative
organisation-based multi-agent systems (MAS) with vaeiahter-agent commu-
nication range. These two mechanisms complement each d¢ipending on the
momentary communication range among agents.

The result is a joint plan that is optimal, or sub-optimalaeting the global
utility of a MAS. The mechanisms are stable, informatioredehtralized and effi-
cient in respect to the information exchange in the sengeatients communicate
small amounts of relevant information in each round of thégueance instead of
completely specifying their preferences over the entigcspf future actions and
possible events. The distributed Hungarian method is mess tomputationally
expensive than the auction algorithm which, in contrarylbamused also when the
communication graph among agents is not fully connected. [@abk of informa-
tion in unconnected communication graph results in an iofdaut still acceptable
assignment result. We applied the model in the organisdtam®d ambulance man-
agement of patient emergencies. In this scenario, ambegaant as a team that has
the objective to reach each appearing emergency patiehéishortest time possi-
ble. Obviously, patients might appear in different timed ptaces. Then, the task
of the ambulance team is to organize its operation by regcamagreement on
ambulance-patient assignment. In the scope of our mod@npsare seen as tasks.
We assume a decentralized scenario since ambulancesrarsioatlly decentralized
resources, i.e., each ambulance crew can control only ¢t leehaviour and can
only exchange information by communication with other agém the emergency
management system. It is assumed that each ambulance agean information
regarding its position and can receive the information réigg the position of all
patients in the environment through the coordinates on aahépe environment.
If the number of patients is small, a patient assignmentlprolzan be solved by a
centralized emergency manager. If the latter is missirgpn the ambulance agents,
by mutual communication and information exchange, find am@g assignment
solution through the distributed Hungarian method algonitWhen the connectiv-
ity of the communication graph is not complete, the agentsfaiow the dynamic
iterative auction algorithm with mobility to get assignediananage the emergency
patient cases in a decentralized manner. More details afthkcation of distributed
task-assignment model presented here can be found in therPApplications of
Agreement Technologies in this book.
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4.10 Conclusions

Organisations represent an effective mechanism for &cta@ordination, not only
for humans but also for agents. Nowadays, the organisatiooept has become a
relevant issue in the multi-agent system area, as it enablgygsing and designing
coordination and collaboration mechanisms in an easier aspecially for open
systems.

In this chapter, we have presented different approacheslfptive agent organ-
isations, including methods for designing and/or impletimgrthis kind of systems.
In all these sections we have emphasized the proposalsopedalithin the COST
action IC0801.
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