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Abstract. The development of self-driving cars is a major research area that has 
led to several still unresolved issues. One of them is the need to abide by the legal 
stipulations fixed by a traffic act concerning the territory of operation. Vehicles 
should be able to interpret traffic norms by themselves. An appropriate solution 
to make text understandable by machines is the use of ontologies. They provide 
a powerful knowledge representation mechanism. This simplifies issues that oc-
cur when, for example, a norm is modified. This paper presents a first approach 
where the Estonian Traffic Act is transformed from text into populated ontologies 
so it can be understood by machines. The proposal is a (semi)-automatic ontology 
learning process that combines natural language processing (NLP) and ontology 
matching techniques with a deep learning model. This process allows information 
from the raw text of the Estonian Traffic Act to be modeled with ontologies. The 
results show that 78% of the norms that have been considered valid can be used 
with the method described in the paper. 
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1 Introduction 

Self-driving vehicles (SDV), also known as autonomous [1], automated [2] or driver-
less vehicles [3], have become a technological trend in recent years. SDVs are defined 
in [4] as a new era of vehicle systems where a part or all of the driver’s actions may be 
removed or limited, and where cars involve a combination of new technologies includ-
ing sensors, computing power, and short-range communications, effectively creating a 
new human-automobile hybrid. SDVs have been part of the scientific literature for 
many years. The first prototype of an attempted SDV was produced in 1979 by Tsu-
gawa et al. in Japan [5]. Their prototype had the ability to follow signaled paths. How-
ever, it was not until the end of the 2000s when they began to become a reality, with 
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SDVs such as those designed by Google [6]. In 2013, an experiment that consisted of 
a vehicle driving autonomously on an open road with traffic and no driver was accom-
plished [7]. The benefits of using SDVs were reviewed in [8]; it should be noted that 
fewer traffic accidents occur, there is a decrease in the costs and pollution, and they 
allow for more effective parking management. 

By the end of 2016, it was announced that self-driving buses would be used in Tal-
linn (Estonia) starting in July 2017. These buses need to abide by the Estonian Traffic 
Act to move around the city. For that purpose, they must interpret norms such as the 
speed limit depending on the road or the meaning of traffic signals. In other words, the 
system responsible for driving the bus must be able to understand the text describing 
the traffic norms. 

Legal and linguistic aspects of a legal act are tightly bound; the norm can be under-
stood as “thought (i.e., meaning) content expressed through language” [9]. The norm, 
as a rule, receives expression in a norm sentence (norm formulation) and vice versa; 
the norm is the meaningful content of the norm formulation. Legal text has its own 
specific limitations in their organization and formulation because of the very function 
of such texts. It is usually structured in small units, articles and paragraphs; legal texts 
may consist only of normative statements and legal statements that must be abstract and 
general [10]. The smallest meaningful representation of a norm in legal text is a clause. 
By definition, a clause is a group of words containing a subject and predicate and func-
tioning as a member of a complex or compound sentence. 

Software run by SDVs must interpret very large and complex information. Thus, 
when there is a modification in the traffic act, changes are an expensive and cumber-
some task. A good solution to this problem is to make a representation of legal texts 
that is understandable by machines. There have been several attempts to do so. Briggi 
et al. added metainformation to legal documents [11], [12] used logic forms based on 
the Prolog language, and [13] used NLP and temporal reasoning formalism. A proper 
way to make information understandable by machines is by using ontologies, which are 
defined as a specification of a conceptualization [14]; they can describe actors, relations 
and situations of a particular field. As a benefit, it can be remarked: discovering new 
knowledge by reasoning or separating the domain knowledge of the operational 
knowledge. By separating the operational knowledge, in the case of a norm modifica-
tion, the impact of changing this information is very low [15]. In the case of the legal 
domain, ontologies are very useful as knowledge is updated continuously. 

Therefore, by extracting the knowledge of the Estonian Traffic Act and modeling it 
with several ontologies, this representation of the norms produces a machine-under-
standable formalized representation of the norms. The process of constructing ontolo-
gies by the integration of a multitude of disciplines is referred to as ontology learning 
[16]. In this paper, the first approach to modeling norms from the Estonian Traffic Act 
as ontologies is described. The approach will consist of a hybrid process divided into 
four steps. Taking as a starting point the text of the Traffic Act as an XML document, 
it needs to be preprocessed to extract each norm as plain text. Then, the main terms 
from each norm will be obtained, and part of speech (PoS) tagging will be applied. This 
will allow the terms to be identified by their grammatical function in the sentence. In 
the next step, the terms will be annotated with vocabulary from a catalog called the 
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linked open vocabularies (LOV) [17]. This will add extra knowledge understandable 
by machines to the terms. Additionally, the tags obtained at the PoS stage will be an-
notated with an ontology that describes them. The annotation performed previously will 
be performed by finding mappings after using ontology matching, which is defined as 
the technique used to find the relationships among entities [18]. Finally, as legal text is 
composed of actions with different levels of restriction, a Semantic Web Rule Language 
(SWRL) will be applied. SWRL is a language that can be used to express rules as log-
ical conditions; it is very useful in this work, as traffic norms are expressed as condi-
tionals. As has been stated before, norms can be classified into different types. Thus, 
before applying SWRL, a deep learning neural network model can be applied to achieve 
this result. Deep learning is defined by [19] as a technique allowing computational 
models that are composed of multiple processing layers to learn representations of data 
with multiple levels of abstraction. 

The rest of this paper is structured as follows: section 2 is a discussion of the state 
of the art of previous studies made in the fields of this paper. Section 3, “Materials and 
methods,” gives a deeper idea of how the approach was achieved and what resources 
were used for that purpose. In section 4, the results are analyzed, and a use case is 
presented. Finally, section 5 offers some conclusions about the research and proposes 
future lines of work. 

2 Background 

There are previous studies benefitting from using ontologies to represent legal texts. 
[20] presents an ontology with a set of general categories and subcategories that classi-
fies legal knowledge. Semantic Annotation for LEgal Management (SALEM) is de-
scribed in [21]; this is a framework used to automatically tag Italian law using an on-
tology. Regarding ontology representations of traffic norms or texts, there are also sev-
eral studies. An ontology for describing vehicles and traffic infrastructure in cases of 
complex intersections can be found in [22]. Additionally, in [23], a model based on an 
ontology using inference rules was offered that allows cars to reason if they must re-
spect or relax a norm. An intelligent transportation system using ontologies is proposed 
in [24]; it was tested in a situation where two cars are travelling along four roads with 
four intersections. In [25], an ADAS ontology for autonomous driving tasks and an 
ADAS ontology-based map data for commercial map data was described. Finally, [26] 
described a conceptual description of all road entities with their interactions. 

There are also several papers that use ontologies to model texts. [27] applied ontol-
ogies to documents in physics. It has also been used to expand the information of inac-
cessible documents by mapping their “short text” information with open sources such 
as DBpedia, Freebase or Yago [28]. [29] showed an approach to classify documents by 
using a Naïve Bayes classifier and mappings with the Yahoo! ontology for websites. 
[30] proposed a text tagging mechanism for document classification using the Web 
Ontology Language (OWL) and SWRL. Additionally, in [31], a mapping was made 
between a form of text called System Installation Design Principle (SIDP) and OWL. 
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Regarding the other techniques used in the research, deep learning has already been 
widely used for text classification. In [32], a convolutional neural network (CNN) was 
presented, introducing the use of rationales. Another approach using deep learning for 
text classification was used in [33], with a model called hierarchical deep learning for 
text classification (HDLTex). It classifies documents, both completed or fragments, de-
pending on the hierarchy level. Another method for text classification can be found in 
[34]. Here, three multitask architectures of recurrent neural networks (RNN) were used 
to classify four text benchmarks. Additionally, in [35], a model using CNN based on 
the attention model was used to classify mathematic texts. Finally, in [36] CNN was 
used to classify information from DBpedia.  

Finally, ontology learning can be found in [37], where Italian legislative texts were 
converted into ontologies by applying NLP, statistical text analysis and machine learn-
ing. Then, Web folksonomies were used for ontology learning in [38]. Additionally, 
[39] described an ontology learning system called Concept-Relation-Concept Tuple-
based Ontology Learning (CRCTOL). This system uses statistical algorithms for word 
sense disambiguation. Another ontology learning tool called Text2Onto was applied to 
Spanish legal texts using language-specific algorithms [40]. Another ontology learning 
approach based on textual information has been proposed in [48]. Finally, in [41], on-
tology learning was combined with deep learning models such as CBOW and Skip-
gram to a corpus of PubMed citations. 

However, the present research differs from the studies cited above regarding the use 
of ontologies to represent text. This work describes norms from the Estonian Traffic 
Act using ontologies. Also related to this, the work develops an automatic process that 
identifies a set of different mappings between the traffic act and a set of vocabularies. 
It also implements a deep leaning model so norms can be automatically classified de-
pending on their level of restriction. This classifier will simplify the task of norm cate-
gorization. Finally, ontology learning has not been previously applied in the field of 
texts describing the traffic laws of a country. 

3 Materials and methods 

As has been said before, the Estonian Traffic Act will be annotated with ontologies so 
machines can understand them. An ontology learning method is directly joined to the 
process of ontology development defined in [42]. Figure 1 shows a layer cake model of 
this process.  
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Fig. 1. Layer cake ontology learning defined by Buitelaar et al. [40] 

The first step depicted in Figure 1 is related to the extraction of terms, the most basic 
items in a sentence. The second step consists of obtaining synonyms for these terms. In 
the following step, terms are related to similar concepts, even those that are from a 
different language. The taxonomy step involves constructing a hierarchical relation be-
tween the terms. The next step aims to discover the nonhierarchical relationships be-
tween the terms. Finally, there is a process that builds rules with all the information 
obtained previously.  

In the following subsection, the proposed (semi)automatic process of the paper, 
which is divided into three stages, is explained. Section 3.1 describes the preprocessing 
stage of the Traffic Act, which goes from the raw XML document to the extraction of 
the terms for each norm. Then, PoS techniques are applied to obtain the grammatical 
function of these terms. These two tasks correspond to the first level of the layer cake. 
Section 3.2 consists of obtaining synonyms for these terms and mapping terms with 
ontologies, which is a similar process to the “Synonyms”, “Taxonomy” and “Relations” 
layers. Maps of two types are obtained during this step. First, the PoS tags from section 
3.1 are mapped with the OLiA Annotation Model [43]. The version for PENN Treebank 
PoS annotation will be used. Then, the terms plus their synonyms are mapped with 
LOV’s vocabularies. The information from the mappings will be used to establish a 
relation of subclasses between the PoS tags mapping and the ones provided by the vo-
cabularies. This is because, for example, many terms will be nouns or adjectives in a 
sentence. Finally, section 3.3. builds an ontology depending on the results obtained in 
the previous steps. This final stage has a manual task where a user decides which of the 
mappings fit better and an automatic task where, depending on the type of norm, the 
ontology is built with a different structure. To simplify the latter task, a deep learning 
classifier is depicted to categorize each norm depending on its level of restriction. Based 
on this, SWRL rules are built for the different types of norms. A picture of the process 
can be found in Figure 2.  
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Fig. 2. Workflow of the ontology learning process. 

3.1 Raw text processing 

In the previous section, it was explained that the starting point is the Traffic Act of 
Estonia. An official version in English can be downloaded [44]; this document was 
translated on 07/01/2014. It is an XML document from which norms must be extracted. 
The problem is that some of the norms do not involve how the vehicle behaves. For 
example, there are norms related to the driver’s levels of alcohol intoxication. Thus, all 
the paragraphs that do not only describe how an SDV interacts with other actors in-
volved in traffic have been discarded. 

Once these paragraphs are chosen, the process of extracting terms will start. This is 
typically divided into five steps: Sentence Splitter, Tokenizer, Morphological analyzer, 
PoS Tagger and Dependency parser. Steps one and two will be applied to that part of 
the process to obtain only the words that compose each norm without stop words. 

Paragraphs have a set of sentences; each sentence will be considered a norm. Thus, 
the interest of this research lies in modeling each norm with a set of ontologies. This 
process starts with a “Sentence Splitter”, which consists of dividing a paragraph into its 
sentences to process each one separately. Then, each sentence is divided into a set of 
words by removing its stop words; for that purpose, a “Tokenizer” is used. Both the 
“Sentence Splitter” and the “Tokenizer” have been developed in a Python script with 
the help of the NLTK package version 3.3, which is used to work with human language 
data. At the end of this step, a list of the words without stop words will be obtained, 
and the order of the words will be the same as in the sentence corresponding each list 
to a norm.  

At this step, there is a need to know how the terms are related to understand the 
whole sentence. According to [45], a rule or norm in a legal text has the structure of a 
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case, condition, sub-condition, legal subject and legal action. This means that a subject 
will perform an action when a condition or some conditions are achieved. PoS tagging 
is the process of giving a grammatical category to every word in a sentence. This infor-
mation will show which words are part of the subject, which are part of the action and 
which are part of the conditions.  

To obtain this information, another script has been developed using a tool called a 
Stanford Parser [46] that is included in the NLTK package. By using the parser with a 
sentence, each word of a sentence will be related with a tag that defines its function in 
it. Tags correspond to the Penn Treebank tag set [47], which at the time of its publica-
tion contained 4.5 million words in American English. By knowing which words cor-
respond to the conditions, which to the subject and which to the action, the norm can 
be built following the structure shown below. 

  
if {Condition==True} then (Subject → Action) 

 
3.2 Mapping words with vocabularies 

At this step, there is a need to give extra knowledge to each term extracted in the pre-
vious section. To achieve this, mappings between them and the vocabularies are 
needed. The mappings are performed with two different aims: the first set of mappings 
will consider the tags given by the PoS techniques and will map them with the OLiA 
annotation model which is an ontology describing PoS and the syntactic tags of Penn 
Treebank. The PoS mappings are easy to make as all the tags are described in the on-
tology. 
 The second set of mappings relates to the terms with all the vocabularies in LOV 
which is the largest catalog of vocabularies in the Semantic Web. It was decided to use 
this set of vocabularies, as not all the terms in the Traffic Act are covered by legal or 
traffic ontologies; for example, ‘light’. Here, the mappings are made on two levels. The 
morphological level, which considers that two words are the same if they are written in 
the same way, and the semantic level, which considers that two words are the same if 
they have the same meaning. At the time of the experimentation, the catalog was com-
posed of 601 vocabularies in different fields.  
As previously mentioned, these mappings are made in two steps. The first corresponds 
to the morphological level and will take the set of words of a sentence obtained in the 
previous section and try to map it with all the vocabularies in LOV. To obtain a map-
ping, a word needs to be the same as a class or property of a vocabulary. To find the 
mappings, a Python script has been developed using the RDFLib package, which allows 
users to work with the resource description framework (RDF) representations. The pro-
cess will consist of taking a word and comparing it to all the classes and properties of 
a vocabulary and then going through all the vocabularies in LOV. For the second type 
of mappings, there is a need to work with synonyms. In this case, two words are con-
sidered the same depending on their meaning. For that purpose, WordNet has been 
used, which is a large database of nouns, verbs, adjectives and adverbs grouped as cog-
nitive synonyms [48]. Again, a Python script has been developed using RDFLib as in 
the previous mapping approach. To find the mappings, the synonyms of a word will be 
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obtained from WordNet, and then these synonyms will be compared with the terms 
provided by the LOV vocabularies. A mapping will be found if a synonym and a term 
are equal by comparing them string by string. In Table 1, there are examples of the 
three types of mappings described above. 

Table 1. Examples of different mappings sentences. 

Word Mapped with Type of mapping 
(NN driver) http://purl.org/olia/penn.owl#NN PoS 
Light https://w3id.org/saref#Light Morphological 
Cycle http://linkedgeodata.org/ontology/Motorcycle Syntactic 

 
 
3.3 Building the ontologies 

The final step consists of constructing an ontology for each norm, which is a total of 
420 at this point. It uses the vocabularies extracted with the vocabulary mappings to 
give some knowledge to the 8 words and the information given by the PoS tagging 
mappings. The purpose of this process is to build some logic rules that could be inter-
preted by machines.  

First, there is the information obtained in the step of mapping the text with the vo-
cabularies. As more than one mapping can be obtained for a word, there is a need to 
choose one vocabulary to represent the word. It has been decided to do this manually, 
which will consist of choosing the best vocabulary that fits with the meaning of this 
word in the sentence.  

Once each word of the sentence is related to a vocabulary, the rule needs to be built 
based on the PoS tagging and applying SWRL. Considering [49], it is known that norms 
in traffic can be classified into permissions, obligations and prohibitions, each having 
a different representation. By using this classification of norms, it can be determined 
how restrictive they are. A permission denotes that the action could be done or not, an 
obligation denotes that the action must be done and the prohibition that the action can-
not be done. Table 2 summarizes how each kind of norm can be structured. 

Table 2. Norm structures. 

Type of norm Structure 
Permission if (Condition==True) then (Subject → (Action OR NOT Action)) 
Obligation if (Condition==True) then (Subject → Action) 
Prohibition if (Condition==True) then (Subject → NOT Action) 
 
To make the classification of different norms easier and more precise, a deep learn-

ing classifier has been developed. Based on [50], a convolutional neural network (CNN) 
was used. In this case, the first layer is an embedding one that receives as input a rep-
resentation of a set of categorized norms that form the training data. Then, a structure 
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of convolutional and max-pooling layers was added. A total of five of these architec-
tures were added, using kernels of sizes 3, 4, 5, 10, 30 and 50, with a total number of 
128 filters. Finally, the features obtained by the convolutional stages were classified 
with two fully connected layers as output. Once the architecture was defined, the model 
was trained with 90% of the data in 6 epochs with a batch sizes of 50. The rest of the 
corpus was used for validation. After the training stage, the model had a loss of 9% and 
an accuracy of 96%. These metrics at validation time were 5% and 99%. The classifier 
was built with the Keras library, an API written in Python for managing neural network 
models  

At this point, there was a set of words with their corresponding tags that denoted the 
grammatical function of each one. By using these tags and the type of norm depending 
on the category, SWRL can be applied so that machines can understand them.  

4 Analysis and discussion 

This section presents an analysis of the different results obtained during the research. 
The research used a set of 420 norms. After classifying them as permissions, obligations 
and prohibitions, there were 97 permissions, 164 obligations and 33 prohibitions. The 
remaining 126 are what has been called “environment”, which include properties such 
as the speed limit of a road, i.e., “The speed limit is 90 kilometers per hour on roads 
outside built-up areas”.  

Each sentence was also mapped with the catalog of vocabularies provided by LOV. 
Sixty percent was considered the minimum percentage of mapped words that were nec-
essary so that a norm could be understandable. Considering Table 3, it can be concluded 
that 328 sentences were valid for the research, which was approximately 78% of the 
possible norms. A sentence is considered fully mapped when all the terms at the time 
of obtaining the mappings have a correspondence with a term in LOV. It should be 
noted that stop words were removed previously. 

Table 3. Percentage of mapped sentences. 

Percentage of 
mapped words 

Number of 
norms 

100% 5 
90-99% 18 
80-89% 97 
70-79% 127 
60-69% 81 
<60% 92 

 
Finally, a use case of how a norm is converted into an ontology is shown so that a 

computer can interpret it. First, the text is preprocessed, starting with the extraction of 
a paragraph from the XML document and splitting it into sentences, corresponding each 
to a norm. Once the norm is isolated, for example: “The driver must not exceed the 
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speed limit specified on the maximum speed sign”, it needs to be tokenized into isolated 
words. In the next step, this set of words is mapped with LOV’s vocabularies. The 
results show that in this case, 80% of the sentence could be mapped. In Table 4, it can 
be seen which words have a mapping, if they have been made at a morphologic or 
semantic level and with which vocabulary of LOV it was done. It should be noted that 
a word can be mapped to several vocabularies, so it was decided to include only the 
useful mapping, which is the more accurate, based on the authors’ opinion.  

Table 4. Examples of mapped sentences. 

Word Mapped term Mapping level Vocabulary 
driver driver Morphologic Uco 
speed speed Morphologic Datex 
limit boundary Semantic Place 
specified condition Semantic Dqm 
sign sign Morphologic Semio 

 
Apart from these mappings, there is a need to make a PoS analysis that is mapped 

with OLiA. The result can be seen in the following piece of code. In this case, each tag 
has its mapping with the PoS tags from Penn Treebank.  

(ROOT 
(S      
(NP (DT The) (NN driver))     
(VP        
(MD must)        
(RB not)        
(VP         
(VB exceed)          
(NP 
(NP (DT the) (NN speed) (NN limit)) 
(VP 
(VBN specified) 
(PP 
(IN on) 
(NP (DT the) (JJ maximum) (NN speed) (NN 
sign))))))) 

         (..))) 
 
At this point, the norm can be annotated using the LOV vocabulary and the PoS tag mappings. 

Additionally, we know the structure of the norm because it has been categorized with the deep 
learning classifier. This norm was considered a prohibition, so it could be manually transformed 
in a SWRL rule, as can be seen in the following piece of code. 
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Declaration(Class(:NN)) 
 
Declaration(Class(:driver)) 
 
Declaration(Class(:NP)) 
 
Declaration(Class(:speed_limit)) 
 
SubClassOf(:NN:driver) 
 
SubClassOf(:NP:speed_limit) 
 
Declaration(Class(:VBN)) 
 
Declaration(ObjectProperty(:hasSpecified)) 
 
SubClassOf(:VBN:hasSpecified) 
 
SubClassOf(:NN:sign) 
 
sign(?x), speed_limit(?y), hasSpecified(?x,?y), 
driver(?z) -> not_exceed(?z,?y) 
 

5 Conclusions and future work 

During this research, several issues were addressed. A tool able to extract traffic norms 
from an XML document was developed, mapping these norms to a catalog of vocabu-
laries called LOV and to an ontology describing PoS tags. By obtaining these mappings, 
extra knowledge could be added to the terms by annotating them with LOV vocabular-
ies. By obtaining this representation of the norms, they can be made understandable by 
machines. Additionally, PoS tags given by the OLiA ontology help to assign the func-
tion of each word in the sentence.  

LOV mappings were built with two perspectives. The first, from a morphological 
point of view, shows that two terms are the same if they are written in the same way. 
The second mapping, from a semantic view, establishes a correspondence between two 
terms if they have the same meaning. For that purpose, the synonyms of the word are 
obtained to be mapped. Then, the synonyms are compared to all terms of the vocabu-
laries, setting a mapping if they are the same word.  

Additionally, a set of conditions was defined related to the structure of the sentence. 
Using these conditions, a classification of norms was developed, distinguishing be-
tween permissions, obligations and prohibitions. This classification was automatized 
with the help of a deep learning model.  

Finally, a use case was developed by going through all the steps, from the raw text 
to the final ontology expressed with SWRL and the vocabularies given by the map-
pings.  
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In future works, some improvements can be made. N-grams can be used to make 
mappings not only with simple words but also with multiword expressions (words com-
pounded of more than a word, i.e., “traffic light”). The process of choosing the most 
accurate vocabulary was performed manually. The process of generating SWRL rules 
can also be automatized as deep learning models, which can be used to find patterns. 
Once the process is as automatic as possible, created ontologies can be integrated with 
a multiagent system, thus allowing for experiments that could prove its application in 
the field. For that purpose, some real-use cases can be solved. 
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