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1 Introduction

This is a review of the survey [3] on data random-
ization via randomized response techniques based
on [1, 2]. The survey describes how the randomized
response technique introduced by Warner [4] can be
extended to be used in association rule mining and
data classification.

2 General Comments

This second version has improved remarkably from
the preliminary version and gives a rather under-
standable presentation on the subject. What is not
explicitly stated in the survey is the concept of pri-
vacy used in the approaches and that should be
emphasized. The overall structure of the survey
is clear, first the randomized response in explained
in Section 2, a method for association rule mining
based on [2] is presented in Section 3 and method
for data classification based on [1] is presented in
Section 4 and finally the survey is concluded with
a brief comparison between the two methods. In
Section 3.4 one could still try to emphasize what is
the goal in defining the support and support recov-
ery (i.e. associations are discovered by the value of
the support which is mentioned not until Section
3.5).

3 More Detailed Comments

2 Randomized Responses. The Unrelated-

Question Model could be briefly explained. The
Equations (1) and (2) are a bit small, maybe a
bigger font could be used (same applies also to
Equations (9) and (10) in Section 3 and Equa-
tions (13), (15) and (16) in Section 5). When
defining P (A = yes) it should read something like
“P (A = yes) is the estimated proportion of the
“yes” in the actual undisguised data”. Also it
should be stated what P (A = no) and P ∗(A = no)
mean.

3.2 Privacy Breaches. In Definition 3.2 it should
read i ∈ 1, . . . , N instead of 1...N .

3.3 Cut-and-paste Randomization. In item 1.
it should read Km instead of Kmj.

3.4 Support Recovery. In Definition 3.5 terms
per-transaction and item-invariant are used, but
these have not been explained. It should read t′

instead of t’. After Equation (4) it should read
“must be integers in {0, 1, . . . , k}. Before Equation
(6) there should read something like “and solve −→s
from the Equation (5)”. When defining q[l → l′]
it should read Q(ll′), to make the matrix notation
consistent with the one used right after Equation
(5). I’m also wondering what is δl=k in Equation
(9).

The survey does not discuss at all, how the pri-
vacy breaches can be limided. It would be nice to
consider this matter on a informal level (i.e. how it
can be achieved on a general level without actual
mathematics) just the get the idea.
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3.5 Discovering Associations. In item (b) re-
covering of sigmas is mentioned, but sigma (i.e.
supposedly cumulative support) has not been de-
fined. In item (c) σ appears, but it is not defined
at all.

3.6 Experiments of Association Discovery
(and also 4.4 Classification Experiments). At
this level these Sections are a bit confusing. There
is not enough information to get a good under-
standing of the experiments but there it also too
much information for just an overview. A sugges-
tion would be to evolve these sections to more gen-
eral and overview-like level and focus on describing
results (i.e. what do the experiments show about
the feasibility of the methods), since the details of
the experiments can be found from the original ar-
ticles.

4 Classification of Disguise Data. It should be
mentioned, that the technique presented by Du et
al. applies to binary data.

4.1 Multivariate Randomized Data. In the
second paragraph it should read “for sets that” in-
stead of “for questions that” and in third paragraph
“is based” instead of “is base”.

4.2 Modified ID3 Algorithm. In the second sen-
tence of the first paragraph the article before P (E)
is gratuitous. In the second sentence of the second
paragraph the verb should be in plural (are). After
Equation (13) there should be “and” between Sv

and |S| instead of comma. In addition to estimates
for |S|, Entropy(S) and Entropy(Sv) also estimate
for |Sv| needs to be calculated to solve Equation
(13). In the last sentence of this section it should
read “get” instead of “getting”.

4.3 Accuracy Score. After Equations (15) and
(16), the testing data set should be U instead of
U. Also no new paragraph should begin after U .
There is a full stop missing at the end of the last
sentence in this section.

4.4 Classification Experiments. No space be-
fore 6 in “6 continues”. In the first sentence of the
fourth paragraph it would be better to say some-
thing like “θ ranges between”. At the end of the

paragraph privacy level is mentioned, but it is not
defined.

5 Conclusions. In the third sentence of third
paragraph it should read “do” instead of “does”.
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