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Abstract

Standard security assumptions (IND-CPA, IND-
CCA) are explained. A number of cryptosystems
satisfying a more secure assumption (IND-CCA2)
are explored.

1 Introduction

This paper gives an overview of some of the IND-
CCA2 secure cryptosystems. The first such cryp-
tosystem was presented by Naor and Yung [1]. A
more practical scheme was proposed by Cramer
and Shoup [2] who later also published a general
method for constructing such encryption schemes
[4].

In 2002 Elkind and Sahai presented a new gen-
eralization for generating IND-CCA2 secure pub-
lic key encryption schemes they call the oblivious
decryptors model. They claimed that they have
unified models both from Naor and Yung [1] and
Cramer and Shoup [2], [4].

One of the latest works in this area is from Boyen,
Mei and Waters [7]. They construct a compact
identity-based cryptosystem that is provably IND-
CCA2 secure.

2 Definitions

2.1 Indistinguishability

2.1.1 General notion

Indistinguishability is a property of encryption
schemes. Indistinguishability means, that our ad-
versary is unable to distinguish pairs of ciphertexts
which are based on messages they encrypt. Let’s

say that we have an encryption function E and two
messages m0 and m1 which can be constructed by
the adversary. The adversary sends m0 and m1

to E. They are encrypted, one of them is chosen
randomly and returned to the adversary.

The encryption scheme is indistinguishable, if the
adversary can’t guess, which m was returned with a
probability higher than 1

2
. If the probability is con-

siderably higher than 1

2
, we call this an advantage

in distinguishing the ciphertext. The advantage is a
property of the adversary. If the advantage is con-
siderably larger than zero, the scheme is no longer
considered secure in terms of indistinguishability.

There are different kinds of security notions de-
rived from indistinguishability. They are described
in the following sections.

2.1.2 IND-CPA

IND-CPA means Indistinguishability under chosen
plaintext attack. This is equivalent to the prop-
erty of semantic security, and many cryptographic
proofs use these definitions interchangeably. For an
asymmetic key encryption scheme, IND-CPA is de-
fined by using a game between an adversary and a
challenger. The adversary is modeled by a proba-
bilistic polynomial time Turing machine.

In the following game E(PK, m) represents the
encryption of a message m using the key PK.

1. The challenger generates a key pair PK, SK
based on the security parameter k (which can
be the key size in bits), and publishes PK to
the adversary. The challenger retains SK.

2. The adversary may perform any number of en-
cryptions or other operations.

3. Eventually, the adversary submits two distinct
chosen plaintexts m0 and m1 to the challenger.
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4. The challenger selects a bit b ∈ {0, 1} uni-
formly at random, and sends the challenge ci-
phertext C = E(PK, mb) back to the adver-
sary.

5. The adversary is free to perform any number
of additional computations or encryptions. Fi-
nally, it outputs a guess for the value of b.

A cryptosystem is indistinguishable under chosen
plaintext attack if no adversary can win the above
game with probability greater than 1

2
+ ε, where ε

is a negligible function in the security parameter
k (ε ≤ poly(k) where poly() is a polynomial func-
tion). In this case, the adversary is said to have a
negligible ”advantage” over random guessing.

2.1.3 IND-CCA and IND-CCA2

Indistinguishability under non-adaptive and adap-
tive Chosen Ciphertext Attack (IND-CCA, IND-
CCA2) uses a definition similar to that of IND-
CPA. However, in addition to the public key, the
adversary is given access to a decryption oracle
which decrypts arbitrary ciphertexts at the ad-
versary’s request, returning the plaintext. In the
non-adaptive definition, the adversary is allowed to
query this oracle only up until it receives the chal-
lenge ciphertext. In the adaptive definition, the ad-
versary may continue to query the decryption ora-
cle even after it has received a challenge ciphertext,
with the caveat that it may not pass the challenge
ciphertext for decryption.

1. The challenger generates a key pair PK, SK
based on some security parameter k (e.g., a
key size in bits), and publishes PK to the ad-
versary. The challenger retains SK.

2. The adversary may perform any number of en-
cryptions, calls to the decryption oracle based
on arbitrary ciphertexts, or other operations.

3. Eventually, the adversary submits two distinct
chosen plaintexts m0, m1 to the challenger.

4. The challenger selects a bit b ∈ {0, 1} uni-
formly at random, and sends the ”challenge”
ciphertext C = E(PK, mb) back to the adver-
sary.

5. The adversary is free to perform any number
of additional computations or encryptions.

(a) In the non-adaptive case (IND-CCA), the
adversary may not make further calls to
the decryption oracle.

(b) In the adaptive case (IND-CCA2), the
adversary may make further calls to the
decryption oracle, but may not submit
the challenge ciphertext C.

6. Finally, the adversary outputs a guess for the
value of b.

A scheme is IND-CCA/IND-CCA2 secure if no ad-
versary has a non-negligible advantage in winning
the given game.

2.2 Zero-knowledge

A zero-knowledge proof is an interactive method for
one party (Prover) to prove to another (Verifier)
that a (usually mathematical) statement is true,
without revealing anything other than the truth-
fulness of the statement. It is also possible to con-
struct non-interactive zero-knowledge proofs.

A zero-knowledge proof must satisfy three prop-
erties. First two are common to interactive proof
systems, but the third is unique to zero-knowledge
proofs. These properties are:

1. Completeness : if the statement is true, the
honest verifier (that is, one following the pro-
tocol properly) will be convinced of this fact
by an honest prover.

2. Soundness : if the statement is false, no cheat-
ing prover can convince the honest verifier that
it is true, except with some small probability.

3. Zero-knowledgeness : if the statement is true,
no cheating verifier learns anything other than
this fact. This is formalized by showing
that every cheating verifier has some simula-
tor that, given only the statement to be proven
(and no access to the prover), can produce a
transcript that ”looks like” an interaction be-
tween the honest prover and the cheating ver-
ifier.
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3 The Naor-Yung

cryptosystem

The first provably IND-CCA2 secure cryptosystem
was proposed in 1990 by Naor and Yung [1]. They
used a non-interactive zero-knowledge proof of lan-
guage membership to show the consistency of the
ciphertext.

The particular article is not discussed more thor-
oughly in this survey because there are newer and
more important results. Still, their work has been
an inspiration for other researchers, as can be seen
from citations in this specific area.

4 The Cramer-Shoup

cryptosystem

4.1 Overview

The Cramer-Shoup cryptosystem [2] is claimed to
be both practical and provably secure against adap-
tive chosen ciphertext attacks under standard in-
tractability assumption. The security proof is
based on the hardness of the Diffie-Hellman deci-
sion problem in the used group.

4.2 The Scheme

We assume that we have a group G of prime
order q where q is large. The encrypted messages
are elements of G. An universal family one-way
family of hash functions that map long bit strings
to elements of Zq is also required. Key genera-
tion, encryption and decryption are done as follows:

Key Generation: We choose two random ele-
ments g1, g2 ∈ G and x1, x2, y1, y2, z ∈ Zq. Then
we calculate c = gx1

1 gx2

2 , d = gy1

1 gy2

2 , h = gz
1 . Next,

we choose a hash function H from our family
of universal one-way hash functions. The public
key is (g1, g2, c, d, h, H) and the secret key is
(x1, x2, y1, y2, z).

Encryption: To encrypt a message m ∈ G
we choose a random r ∈ Zq and compute u1 =
gr
1, u2 = gr

2 , e = hrm, α = H(u1, u2, e), v = crdrα.
The ciphertext for m is (u1, u2, e, v).

Decryption: Given a ciphertext (u1, u2, e, v)

we first compute α = H(u1, u2, e) and check if
ux1+y1α

1 ux2+y2α
2 = v. If the condition does not

hold, we reject the ciphertext as invalid. Otherwise
we compute m = e/uz

1 which is the decrypted
message.

4.3 Scheme verification

To verify the scheme we have to check if we ac-
tually get our encrypted m back after decrypting.
From key generation we know that c = gx1

1 gx2

2

and from the encryption algorithm we know that
u1 = gr

1 , u2 = gr
2. From this we get ux1

1 ux2

2 =
grx1

1 grx2

2 = cr. Also, uy1

1 uy2

2 = dr and uz
1 = hr.

The decryption algorithm tests, if
ux1+y1α

1 ux2+y2α
2 = v. From encryption we

have v = crdrα. This gives us the left side of the
test equation and so the test will go through. If
it does, we can get the m by simply reversing the
e = hrm computation from encryption.

5 Using Universal Hash

Proofs to Construct IND-

CCA2 secure cryptosystems

5.1 Overview

In 2001 Cramer and Shoup published a general
approach to constructing IND-CCA2 secure cryp-
tosystems [4]. They introduce the notion of a uni-
versal hash proof system which is a kind of non-
interactive zero-knowledge proof system for a lan-
guage. They show that when given an efficient uni-
versal hash proof system for a language with certain
natural cryptographic indistinguishability proper-
ties, one can construct an efficient public-key en-
cryption schemes secure against adaptive chosen ci-
phertext attack in the standard model (IND-CCA2
secure systems).

Based on that theory they construct two more
IND-CCA2 secure systems and show that their
original system is a case in their general theory.
The other cryptosystems are based on Paillier’s
Decision Composite Residuosity assumption and
Quadratic Residuosity assumption respectively.
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6 The Oblivious Decryptors

Model

6.1 Introduction

This model was presented by Elkind and Sahai [5].
They present a methodology for constructing IND-
CCA2 secure encryption schemes. They also show
how to present all known efficient (provably secure)
CCA secure publickey encryption schemes as spe-
cial cases of this model.

6.2 Main cryptographic notions

6.2.1 Simulation-Sound Non-Interactive

Zero-Knowledge Proofs

The notion of Simulation-Sound (Non-Malleable)
Non-Interactive Zero-Knowledge (NIZK) was pro-
posed by Sahai [3]. It is a kind of non-interactive
zero-knowledge proof, with an additional require-
ment – whatever one can prove after seeing a NIZK
proof, one could have also proved without seeing it,
except for the ability to duplicate the proof. This
is a stronger notion than a standard NIZK proof.

6.2.2 Oblivious Decryptors Model

Essentially, an oblivious decryptors encryption
scheme is an ordinary encryption scheme aug-
mented with a pair of “alternative” decryption or-
acles, which always produce the correct result on
wellformed ciphertexts – but whose behavior on in-
valid ciphertexts is unconstrained.

The security guarantees of this scheme come in
the form of indistinguishability conditions related
to these oracles. Namely, we require that:

• An efficient adversary that only has access to
the first oracle cannot distinguish a wellformed
ciphertext from an invalid ciphertext, which
is produced by an invalid ciphertext sampling
algorithm (which is a part of the scheme).

• An efficient adversary that only has access to
the second oracle has no significant advantage
in distinguishing an invalid “encryption” of
one message from an invalid “encryption” of
another message.

6.3 Method for constructing encryp-

tion schemes

Elkind and Sahai propose the following method
for constructing IND-CCA2 secure encryption
schemes.

First, construct an encryption scheme which sat-
isfies the “bare” oblivious decryptors model: This
can be done quite easily, with simple proofs of se-
curity. Then, by adding a Simulation-Sound NIZK
proof, the scheme becomes provably IND-CCA2 se-
cure.

6.4 Unifications and other impor-

tant results

In their article [5] Elkind and Sahai show the fol-
lowing:

1. Smooth Hash Proof Systems as described by
Cramer and Shoup [4] are a case in the oblivi-
ous decryptors model.

2. The IND-CCA2 secure encryption scheme pro-
posed by Sahai [3] is also a case of the oblivious
decryptors model.

3. Any proof system, whether noninteractive or
not, which is based on Universal Projec-
tive Hashing [4] must necessarily be limited
to problems which admit Statistical Zero-
Knowledge Proofs. This implies that if any
NP-complete language admits a proof based
on Universal Projective Hashing, then the
polynomial-time hierarchy must collapse.

7 A Compact IND-CCA2

Secure Identity-Based En-

cryption Scheme

7.1 Introduction

in their article from 2005 [7], Boyen, Mei and Wa-
ters build a compact encryption system based on
the Waters identity-based encryption system (IBE)
[6]. An identity-based cryptosystem is a key au-
thentication system in which the public key of a
user is some unique information about the iden-
tity of the user (eg. a user’s email address). The
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proposed cryptosystem is efficient and has short ci-
phertexts. This is due to integration with the un-
derlying IBE.

7.2 The Scheme

Let G and Ĝ be two cyclic groups of prime order
p, between which there exists an efficiently com-
putable bilinear map into GT . Specifically, let
e : G × Ĝ → GT denote the bilinear map, and
let g ∈ G and h ∈ Ĝ be the corresponding gener-
ators. The size p of the groups is determined by
the security parameter. It is also assumed, that
a collision resistant (but not necessarily one-way)
function family Hi is available.

The cryptosystem is described by the following
three algorithms.

Key Generation: A users public/private key
pair generation algorithm proceeds as follows.
First, a secret α ∈ Zp is chosen at random, from
which the values h0 = hα and Z = e(g, h0) are
calculated.

Next, the algorithm chooses a random y0 ∈ Zp

and a random n-length vector ~y = (y1, . . . , yn),
whose elements are chosen at random from Zp. It
then calculates u′ = gy′ and ui = gyi for i = 1 to
n.

Finally, a random seed s for the collision resistant
family is chosen. The published public key is

(s, Z = e(g, h)α, u′ = gy′

, u1 = gy1 , . . . , un = gyn) ∈

∈ {s} × GT × Gn+1,

and the private key is

h0 = hα, y′, y1, . . . , yn) ∈ Ĝ × Zn+1
p .

Encryption: A message m ∈ GT is encrypted as
follows. First, a value t ∈ Zp is randomly chosen.
Next, the first two elements of the ciphertext are
computed: C0 = m · Zt = m · e(g, h)αt and C1 =
gt. Next, a bit string w ∈ {0, 1}n is derived as
w = Hs(C0, C1). Let w1w2 . . . wn denote the binary
expansion of w, where each bit wi ∈ {0, 1}.

The final step is to compute C2 =
(u′,

∏n

i=1
uwi

i )t. The complete ciphertext,
C = (C0, C1, C2), consists of the three group
elements

(

m · Zt, gt, (u′

n
∏

i=1

uwi

i )t

)

∈ GT × G2.

Decryption: Let C = (C0, C1, C2) be a ciphertext
and w = Hs(C0, C1). In a well-formed ciphertext,
the quadruple (g, C1, u

′,
∏n

i=1
uwi

i , C2) ∈ G4 will
be a Diffie-Hellman tuple, which can be efficiently
tested by the private key holder as follows.

Given a ciphertext C the algorithm first com-
putes w = Hs(C0, C1), expressed in binary as
w1w2 . . . wn. Next, it raises C1 to the power of
w′ = y′ +

∑n

i=1
yiwimodp, and compares the result

(C1)
w′

withC2. If these two values are unequal, then
(g, C1, u

′,
∏n

i=1
uwi

i , C2) is not a Diffie-Hellman tu-
ple, and the algorithm rejects the ciphertext.

Otherwise, the ciphertext is valid, and the algo-
rithm decrypts the message as

C0/e(C1, h0) = m ∈ GT .

8 In conclusion

An overview of IND-CCA2 secure cryptosystems is
given. It is clear that we will see further advances
in the coming years.
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