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The research at the Mobile Cloud Lab contributes to the following fields:

= Cloud Computing

The research goal is to study the migration of enterprise applications to the cloud and to study the

Scientific Computing on the Cloud
The research goal is to study the migration of scientific computing applications to the cloud and ot

Mobile Computing

The research deals with developing mobile applications for various platforms and devices (e.g, &nd
applications for different domains.,

Mobile Cloud

The goal of the research is to investigate how to efficiently utilize cloud resources within the mobile

Mobile Web Services

This research theme deals with the invocation, provisioning, discovery and integration of web servi
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Outline

Cloud computing

Migrating enterprise/scientific applications to
the cloud

Adapting computing problems to the cloud
Mobile Cloud
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What is Cloud Computing?

e Computing as a utility
— Utility services e.g. water, electricity, gas etc

— Consumers pay based on their usage
1969 — Leonard Kleinrock, ARPANET project

= “As of now, computer networks are still in their
infancy, but as they grow up and become
sophisticated, we will probably see the spread of
‘computer utilities’, which, like present electric and
telephone utilities, will service individual homes and
offices across the country”

* Cloud Computing characteristics
— lllusion of infinite resources
— No up-front cost
— Fine-grained billing (e.g. hourly)



Cloud Computing - Services

e Software as a Service — SaaS Level of
— A way to access applications Abstraction
hosted on the web through your Saas / \

web browser
e Platform as a Service — PaaS

Facebook, Flikr, Myspace.com,

— Provides a computing platform Google maps API, Gmail
and a solution stack (e.g. LAMP)
as a service PaaS
e Infrastructure as a Service — |
Google App Engine,
laaS Force.com, Hadoop, Azure,
— Use of commodity computers, AEOL, EE
distributed across Internet, to laaS
perform parallel processing, Amazon|EC2, Rackspace,

distributed storage, indexing and  GoGrid, SciCloud, etc.
mining of data

— Virtualization
1/23/2014 Satish Srirama 9




Cloud Computing - Themes

Massively scalable
On-demand & dynamic

Only use what you need - Elastic
— No upfront commitments, use on short term basis

Accessible via Internet, location independent

Transparent

— Complexity concealed from users, virtualized,
abstracted

Service oriented
— Easy to use SLAs

SLA — Service Level Agreement



Cloud Computing Progress

Web startups \

scientific & high-performance computing (HPC) 4
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MIGRATING SCIENTIFIC/ENTERPRISE
APPLICATION TO THE CLOUD



Scientific Computing on the Cloud

e Public clouds provide very convenient access
to computing resources

— On-demand and in real-time
— As long as you can afford them

e High performance computing (HPC) on cloud

— Virtualization and communication latencies are
major hindrances (srirama et al, SP) 2011; Batrashev et al, HPCS 2011]

e Things have improved significantly over the years
— Research at scale

1/23/2014 Satish Srirama 13



Desktop to Cloud Migration

 Non computer-scientists do not have significant
knowledge of computer science, clouds and migration
procedures
— They are only interested in submitting an experiment and
collecting the results after some time.
e D2CM is an open source tool developed as part of EU FP7
projects REMICS & SITIO

— REMICS - “Reuse and Migration of Legacy Applications to
Interoperable Cloud Services”

— SITIO — ,Semantic Business Processes based on Software-as-a
Service and Cloud Computing

* Enables scientists to migrate their computational
experiments running on their local desktops to the cloud

http://mc.cs.ut.ee/mcsite/projects/desktop-to-cloud-migration




D2CM - continued

Seamless migration of desktop virtual machine images to
the Cloud

— Transform local VM images into cloud compatible VM images
* Extract the file system, package kernels, Install additional software etc.
— Move it to the target cloud

Create deployment template to describe the configuration
— Define roles

e Instance type, Number of instances
— Define actions for each role

e Uploads, Initialization commands, Run commands, Deployment
ending conditions, Downloads

Describe experiment once, run anywhere

— Reuse the deployment template to generate new experiments
and change the parameters as needed
[Srirama et al, HPCS 2013]



D2CM - continued

their experiments
— Running computational experiments to improve the design

of su

percapasitors

Used extensively by the electrochemists for migrating

e by simulating and studying room temperature lonic liquids (RTIL)

e Qs

Images AMIs | Deployment

» ec2_mpi

1/23/29

Deployment Template Creation Wizard
\/Add Role

Name

ubuntu.euca-scicloud-mpiv2/image.manifest.xml

Role Name | pater
Uploads
Source| fhomefsina/expl.sh Destination| tmp fexp1.sh

Start Scripts
ssh-keyscan -f /tmp/d2c.context -t rsa >> ~/.ssh/known_hosts

Async Start Scripts
bash ftmp/exp1.sh

File Done Check
Jtmp/done.txt

Data to Collect
Jtmp/output.txt

Add New Role

Add

Add

Cancel

File

@Q‘@%

Images = AMiIs | Deployment Templates/Deployments | Kernels = Ramdisks

» ec2_mpi

v eperimentii0aez  €@Xperiment-11-04-12:U4N9XV

Overview

Events
Event

COLLECTING_DATA 2012-04-15T722:27:50.271432
DATA_COLLECTED 2012-04-15T22:27:50.271703
INSTANCES LAUNCHED 2012-04-15T22:26:52.798278

Log

Role Slave Returning true for finished test

Role Master Returning true for finished test

Stopping roles

Roles stopped

Downloading data from instance -308d1¢57 to /home/sina/.d2c/deployments/
experiment-11-04-12/U4N9XV/22/i-308d1¢57/tmp/output.txt..

Done

Reservation r-bae2c3d9 successfully terminated
Reservation r-80e2c3e3 successfully terminated

Clone Deployment | | Delete Deployment

Log / Events | Monitoring

Time
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REMICS

http://www.remics.eu/

 Reuse and migration of legacy applications to
the cloud

Text UML/RSL

Requirements Q Recover Q Migrate

* BlueAge e Modelio
e Modelio * RedSeeds
e TALE e D2CM

SoA ML
SoA ML Clould ML

PIM4Cloud UML/Code

; R
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Validate Control and Supervision

*Models @ Runtime
*Model Driven Interoperability
ePerformance monitoring

eMetrino
eFokusMBT
*RSL Testing




* Developed to tame cloud heterogeneity "=

"id": "SmallGNULinux",

 Domain-specific language (DSL) for A
modelling the provisioning and "compute™: [ 2, 4 1,

"memory™: [ 2048, 409g ],

deployment at design—time "storage™: [ 10240 1,

"locatien™: Yeu";

— Nodes, artefacts and bindings can be "revIAEST: |
defined _ { "id": "SSHCapability" }

* Different means to manipulate CloudML
mOdels "artefactsTypes™: [

— Programmatically via Java API s e
— Declaratively, via serialized model (JSON) icco./ it oot raes contiguss wper

http://cloudml.org/apps/docs_deploy”,

* Models@Runtime roeniguration: |

"deployment™: "sudo docs deploy”,

— Dynamic deployment of CloudML based requires: |

{ "id": "JettyCapability" },

m O d e | S { "id": "MongoDBCapability™ }

sudo docs_configure”,

1/23/2014 Satish Srirama [Férry et aI, ClOUd 2013] 18



Control and Supervision

 Enables REMICS migrated applications to
exploit cloud advantages, such as:

— Elasticity

— On-demand and in real-time resource provisioning
* Introduced automatic load-based scaling to

the migrated application deployment model

— Avoid vendor lock-in to any single cloud provider




Performance Monitoring + Autoscaling

‘ Dome
Data

| MediumVM

‘ Derby DB

Scalable
components £
1n Load
— Balancer
— @l
' MediumVM
Dome
behavior ]
Ngnix
MediumVM
JBoss
Dome
CollectD
— || CollectD

‘ CollectD

Autoscaling

SmallVM

Apache

Performance diagrams
or raw data

Web Server

RRDtool

Autoscaler
{CloudML
embedded)

>

CollectD

A
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Control and Supervision - continued

Autoscaler Java daemon (UT)
— CollectD — collecting distributed performance metrics

CloudML engine and API (SINTEF)
— Modifying CloudML models
— Re-deploying the modified model

CloudML Bridge (SINTEF & UT)

— Generating autoscaling configuration from the
CloudML model

RRDtool - generating visual performance graphs
Apache web server — displaying performance results
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Visualizing CloudML Model
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ADAPTING COMPUTING PROBLEMS
TO THE CLOUD



Economics of Cloud Providers

Cloud Computing providers bring a shift from
high reliability/availability servers to commodity
servers

— At least one failure per day in large datacenter
Why?
— Significant economic incentives

 much lower per-server cost

Caveat: User software has to adapt to failures
— Very hard problem!

Solution: Replicate data and computation
— MapReduce & Distributed File System



Typical Large-Data problem

'*arate over a large number of records
e _xtract something of interest from each
e Shuffle and sort intermediat~ results
- . nedUCE
e Aggregate intermedic ReOY™.
 Generate final output

Some material adapted from slides by Jimmy Lin, Christophe Bisciglia, Aaron Kimball, & Sierra Michels-Slettvet,
Google Distributed Computing Seminar, 2007 (licensed under Creation Commons Attribution 3.0 License)
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Apache Hadoop MapReduce

Most prominent Open Source solution

The user only has to write Map and Reduce
functions
Framework handles everything else for the user

— Scheduling, data distribution, synchronization, errors
and faults

Parallelism is achieved by executing Map and
Reduce tasks concurrently



Adapting Computing Problems to
Cloud

e Reducing the algorithms to cloud computing frameworks
like MapReduce [srirama et al, FGCS 2012]

e Designed a classification on how the algorithms can be
adapted to MR
— Algorithm - single MapReduce job
e Monte Carlo, RSA breaking

— Algorithm = n MapReduce jobs
e CLARA (Clustering), Matrix Multiplication

— Each iteration in algorithm = single MapReduce job
e PAM (Clustering)

— Each iteration in algorithm = n MapReduce jobs
e Conjugate Gradient

e Applicable especially for Hadoop MapReduce

1/23/2014 Satish Srirama
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Issues with Hadoop MapReduce

e |tis desighed and suitable for:
— Data processing tasks
— Embarrassingly parallel tasks

e Has serious issues with iterative algorithms
— Long ,,start up“ and ,,clean up“ times ~17 seconds

— No way to keep important data in memory between
MapReduce job executions

— At each iteration, all data is read again from HDFS and
written back there at the end

— Results in a significant overhead in every iteration



Alternative Approaches

e Restructuring algorithms into non-iterative
versions
— CLARA instead of PAM [Jakovits & Srirama, Nordicloud 2013]

e Alternative MapReduce implementations that are
designed to handle iterative algorithms
— E.g. Twister [Jakovits et al, ParCo 2011], HaLoop, Spark

e Alternative distributed computing models

— Bulk Synchronous Parallel model [valiant, 1990] [Jakovits et al,
HPCS 2013]

— Building a fault-tolerant BSP framework (NEWT)
[Kromonov et al, UCC 2013]



Remodeling Enterprise Applications for
the Cloud

e Remodeling workflow based applications for
the cloud

— To reduce communication latencies among the
components

— Intuition: Reduce inter-node communication and
to increase the intra-node communication

e LP based mathematical models to find ideal
deployment configu ration [Paniagua et al, iiWAS 2011]

— Based on the loads and regions



Monitoring and Testing Web
Application Scalability on the Cloud

e WAACS framework

— Supports to run and setup experiments in the

cloud
22
. . e e
L = 5[
‘ : . Database t [ [
Tsung client 1 - Apache | MySQL S %% i Optimal policy .
§ L Auto Scale - -
- = _ Z 2 i 1 1 1 1 IAlwayS 0IIl ..-.;--._-.“ 1 1 II\___--L:
= _ 0 2 4 6 8 10 12 14 16 18 20 22 24
< y . 2 2 2 ,2 @]
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Research Challenges

MOBILE CLOUD
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The Seven Mass Media rank ¢

First Mass Media Channel - Print from the 1500s Ln
Second Mass Media Channel - Recordings from 1900: =
Third Mass Media Channel - Cinema from 1810s Zj
Fourth Mass Media Channel - Radio from 1920s 0s
Fifth Mass Media Channel - TV from 1950s "
Sixth Mass Media Channel - Infernet from 1990s E;
Seventh Mass Media Channel - Mobile from 2000s ™

10

[Tomi T Ahonen]

Report: Mobile cloud to grow beyond $11 billion in 2018
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The proliferation of smartphones, tablets and other mobile devices is contributing to change in the private sector, as
businesses continue to leverage these gadgets in an attempt to enhance efficiency and potentially gain a
competitive advantage. According to a new report by Global Industry Analysts, the evelution of mobility 15 also
changing the cloud computing landscape, pushing the mobile cloud market to generate more than 511 billion in

35



Mobile Applications

 One can do interesting things on mobiles directly
— Today’s mobiles are far more capable

— Location-based services (LBSs), mobile social networking,
mobile commerce, context-aware services etc.

e |tisalso possible to make the mobile a service provider

— Mobile web service provisioning [Srirama et al, ICIW 2006; Srirama
and Paniagua, MS 2013]

— Challenges in security, scalability, discovery and
middleware are studied [Srirama, PhD 2008]

— Mobile Social Network in Proximity [Chang et al, ICSOC 2012; PMC
2013]



Mobile Cloud Applications

e Bring the cloud infrastructure to the proximity
of the mobile user

 Mobile has significant advantage by going
cloud-aware
— Increased data storage capacity
— Availability of unlimited processing power
— PC-like functionality for mobile applications
— Extended battery life



Mobile Cloud Binding Models

Wifi / 3G /

Execution flow

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
/!

__________________

I void method1(){ i

Push natification !
I' //computationally expensive |
I

Local

}
Protocol adaptation— i }
Service integration— '\ )

Wifi / 3G

processing

Execution flow

(tg)

x86 mobile

Message transformation— Plsiids
Offline (local context)

Task composition, etc.—

Task Delegation
[Flores & Srirama, JSS 2013]
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Online "iff” local context !
is suitable for offloading

Code Offloading
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Mobile Cloud Middleware

[Srirama and Paniagua, MS 2013]

hitpfxmpp MCM iy
. T ional
TP Handler @ m::af;nna
I"H-\_ m =
I ﬁdapmrﬁ.‘
- —, MCM Manager @ /
£ -
Apple Push i Interoperability tacsiorn m —
Notification Service AP Engine dapterl_
ot = Asynchronous Composition
e -':?-,‘“' -
NiNLS

Maotifier Engine \ "

Android Cloud to Device
fessaging Framework
. A

I | |

[Warren et al, IEEE PC 2014] \

[Flores et al, MoMM 2011; Flores and Srirama, JSS 2013]
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CroudSTag — Scenario

CroudSTag takes the pictures/videos from the cloud and
tries to recognize people

— Pictures/Videos are actually taken by the phone

— Processes the videos

— Recognizes people using facial recognition technologies

Reports the user a list of people recognized in the
pictures

The user decides whether to add them or not to the
social group

The people selected by the user receive a message in
facebook inviting them to join the social group



C rO U d STa g [Srirama et al, PCS 2011; r-.

SOCA 2012]

uuuuuuuuu Taking picture/video
using the camera

* Cloud services used

— Media storage on
Amazon S3

— Processing videos on
Elastic MapReduce

— face.com to recognize
people on facebook

— Starting social group —
5. 7 8.
on facebook = —J

1/23/2014 Satish Srirama g, | frememgmiene T



Code Offloading

Studied extensively by community [MAUI, Cloudlets etc.]

Is Mobile Cloud taking full advantage of Cloud
Computing?

— Parallelization and elasticity are not exploited
Offloading from a different perspective

— “Offloading is a global learning process rather than local
decision process” [Flores and Srirama, MCS 2013]

How it can learn?

— Analysis of code offloading traces which are generated by
the massive amount of devices that connect to cloud

“EMCO: Evidence-based mobile code offloading”



Evidence-based Mobile Code
Offloading

{tg)

Push updated cloud
— ————_ _  parameters and fuzzy rules

g ——
@ = ——
=~ o~
-~
Y
/
/ Wifi / 3G
/
/ |
I' Code offloading x86 mobile 1 Node 1
\
OO0
x86 mobile 2 ) Node 2 : .
Q — TP Code offloading Notification
- traces i
Fuzzy logic 8 service
engine &
x86 mobile n Node m
(1) | (2) | (3) L@

| Mobile | — - I Cloud-based
infrastructure sl A messaging

[Flores and Srirama, MCS 2013]
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Process-intensive Tasks on Cloud

 Media processing

— CroudSTag demonstrates image and video
processing

e Sensor data analysis
— Human activity recognition [srirama et al, NGMAST 2011]
— Context aware gaming

— MapReduce based sensor data analysis [paniagua et al,
MobiWIS 2012]



Research Results

Participated in a number of EU-funded projects

Partner in the Estonian Center of Excellence in
Computer Science

Partner in Software Technology and Applications
Competence Centre (STACC)

— An R&D center that conducts industry-driven research
projects in the fields of software engineering and data
mining

Output resulted in several SMEs

— Plumbr, ZeroTurnaround etc.



Garage48, Startups, SME-s, ..
#estonlanmafia

» e ESTONIA
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