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Spring 2010 / Exercise session IIT / Example solution

Problem. Normally, it is impossible to compute computational distance be-
tween two distributions directly, since the number of potential distinguishing
algorithms is humongous. However, for really small time-bounds it can be done.
Assume that all distinguishers A : Z16 — {0, 1} are implemented as Boolean cir-
cuits consisting of NOT, AND, OR gates and the corresponding time-complexity
is just the number of logic gates. For example, A(z3zax120) = 21 has time-
complexity 0 and A(zsxoz120) = 21 V —x3 A x2 has time-complexity 3.

1. Let Ay be a uniform distribution over Zig and let X; be a uniform distri-
bution over {0,2,4,6,8,10,12,14}. What is cdglﬁ(Xo, Xp)?

2. Find a uniform distribution X, over some 8 element set such that cd’ (Xy, X»)
is minimal. Compute cd2(Xp, Xs) and cd? (X, As).

3. Find a uniform distribution A5 over some 8 element set such that the
distance sum cd} (X1, Xp) + cd} (X, X3) # cdy (X1, As).

4. Estimate for which value of ¢ the distances cd’ (X, ;) and sd, (X, Xy)
coincide for all distributions over Zqg.

Solution. As the statistical distance sd, (Xp, X1) = % and the corresponding
distinguisher A(z3zy,z120) = 2o consists of zero gates, we get cd® (Xp, X;) = 3
For the second question, let Xy, = {x € Z16 : ¢(x) = 1} denote the true-set for
a circuit ¢ and let X5 be some 8 element set. Then by definition

AdvE v (¢) = [Priz — Xp: ¢(z) = 1] = Prlz — X : ¢(2) = 1]
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and minimal computational distance is achieved by the set A5 that splits almost
evenly by all possible sets X,. By considering formulae

$1(x) = o, ..., 0a(x) = 23, 05(x) = 20, ..., ¢8(x) = w3,

we get that a set Xy can achieve cd! (Xp, X2) = 0 only if it contains 4 elements
with the ¢th bit set to one and 4 elements with the 7th bit set to zero. Formulae

Po(x) = w0 N1, P10(x) =20 AX2...,P13(x) = 21 Aw3, Pua(x) =x2 N3,

P15(x) = 20 Vo1, P16(x) =20V X2...,P10(T) =1 VX3, Poo(x) = X2 V T3

indicate that such a set must contain exactly 2 elements with ¢th and jth bit
set to one and exactly 2 elements with ith and jth bit set to zero. A bit rep-
resentation of a possible solution is depicted in Figure 1. The solution has a
peculiar property: if we choose uniformly element from X5 and observe a bit



X1 o xrs3 X4 X5 T6 idrd xrs

1 1 1 0 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 0 1 0 0 1 0 1
16 | 3 13 1 6 | 10 | 4 8

Figure 1: Orhogonal array with parameters n =4 and k = 2.

pair ¢ and j the corresponding bit-string has uniform distribution over Z,. Con-
sequently, any formula consisting of two inputs is incapable from distinguishing
Xy and X5. A formula consisting of two gates can cover three inputs and thus
potential distinguishing capabilities are higher. As Figure 2 clearly shows, the
distribution of bit triples xg, x2, 3 is indeed different from uniform and the task
of building a distinguisher simplifies considerably. In fact, we can express

AdVES x,(9) = % +[1(000) + 4 (101) 4 ¢(110) — 1(001) — ¥ (100) — ¢(111)]

for any formula ¢(x) = ¥(xox223). Exhaustive search reveals that the formulae

o Nx2 Nx3 ,x9V x93 Va3 ,x90N\x3V I, , 20N (,TQ \/,Tg)
all achieve optimal advantage Advi/-,'}gy x,(0) = %. For the next distance estimate,
note that a three gate distinguisher can cover all 4 inputs if it does not contain
NoT-gates. All of such distinguishers achieve advantage % and thus cannot not
be optimal. Consequently, a potential optimal 3-gate distinguisher with NOT-
gate must process inputs xg,zs,r3. Indeed, several formulae with negation
achieve again the advantage % but not more. Hence, we have shown that
cd2(Xp, Xa) = cd? (Xo, Ap) = % :
As sd; (X1, X1) = 0 and sd, (Xp, X1) = %, by taking X3 = X; we get the re-
quired counter-example for the third question. Finally, note that any statistical
test is a predicate. As a distinguisher with negated output works as well as the
original, we must bound the gate complexity of a predicate that is satisfied by at
most 8 inputs. Each of this inputs can be represented as conjunct consisting of
three AND- and at most four NOT-gates. Hence, the total gate count is bounded
by 64 gates, i.e., cd?f(?(o, X1) = sd.(Xp, X1) for all distributions Xy and Xj.

Inputs Violating triples sd
To, X1, T2 No violating triples 0
To, X1, T3 No violating triples 0
xo,x2,z3 | 000 — 0.00,001 — 0.25,100 — 0.25 %

101 — 0.00,110 — 0.00,111 — 0.25
T2, X3, T4 No violating triples 0

Figure 2: Violating triples



