
MTAT.07.003 Cryptology II
Spring 2008 / Homework 10

1. Let π be a sigma protocol such that the challenge β is chosen uniformly
from an n element set B. Let S0 be a t0-time algorithm that simulates
perfectly the protocol transcript (α, β, γ) when both parties are honest:

Pr [(α, β, γ)← S0] = Pr [V,P create (α, β, γ)] .

(a) Prove that the following black-box simulator

SV∗



















For i ∈ {1, . . . , k}do






(α̂, β̂, γ̂)← S0

β ← V∗(α)

if β = β̂ then return V∗(γ̂)

return Failure

provides perfect simulation when it does not halt with ⊥:

Pr
[

ψ ← SV∗ |¬Failure
]

= Pr
[

ψ ← V
P

∗

]

.

Establish also the corresponding failure probability Pr [Failure] and
compute the total running time of SV∗ such that Pr [Failure] ≤ ε.
When are the running times of V∗ and SV∗ comparable?

(b) There is a trade-off between simulation overhead and soundness, since
the knowledge error can be expressed as κ = 1

|B| . Thus, by decreas-

ing the set B we also increase acceptance probability for malicious
provers. To compensate the effect, we must sequentially run several
instances of π. Let κ be the desired knowledge error and let ε be the
desired bound on simulation failure Pr [Failure]. What is the mini-
mal number of rounds we need, if we require that SV∗ can run only
poly(log2(1/ε)) times slower than V∗?

2. One possibility to convert a sigma protocol into a zero knowledge proof is
to use commitments to fix β value before V∗ receives α value. As a result,
we can use the following black-box simulation strategy

SV∗
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

pk← Gen

c← V∗(pk)

β̂ ← K
V∗(pk, c)

(α, β̂, γ)← S1(β̂)

return V∗(α, γ)

K
V∗(pk, c)

















For i ∈ {1, . . . , k}do






α← S2, d← V∗(α)

β ← Openpk(c, d)

if β 6= ⊥ then return β

return ⊥
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where S1 simulates perfectly the protocol messages given β̂ and S2 simu-
lates perfectly the first message α.

(a) Prove that the simulation is perfect when there are no simulation
failures. The simulation fails if one of two events happens: (i) the
knowledge extraction fails KV∗(pk, c) = ⊥ and the verifier V∗ outputs
a valid decommitment in the final run; (ii) the knowledge extraction

succeeds KV∗(pk, c) 6= ⊥ but β̂ 6= Openpk(c, d).

(b) Let ε1 = ε1(pk, c) be the probability that V∗ manages to open c. Let ε
be the desired failure probability for knowledge extraction procedure
KV∗(pk, c). Find out the corresponding value of k.

(c) Let Ωgood consist of all reachable pairs (pk, c) such that ε1(pk, c) ≥ 2ε.
What is the total simulation failure probability if the value of k is
chosen according to the bound obtained in the part (b)? How many
times SV∗ is slower than V∗?

(d) Compare the results with the previous exercise. Can we construct a
simulator that is only poly(log2(1/ε)) slower than V∗?

3. Many challenge response protocols can be converted to zero knowledge
proofs if the protocol structure guarantees that a verifier knows the final
answer. We can use witness hiding sigma protocols for that purpose.

(a) As a first example, consider the zero-knowledge proof for quadratic
non-residuosity presented in the lecture. Let the game G0 model the
behaviour of honest verifier with β = 0 and let the game G1 model the
behaviour of honest verifier with β. Write down these games under
the assumption that v is quadratic residue. Simplify the games G0

and G1 until you have reached to the same game.

(b) More generally, let x be the public input and w the corresponding
witness. Also, assume that the challenge α is computed as α(β; r)
where β ←

u
{0, 1} and r ←

u
R. Finally, let

pokβ [∃r : α = α(β, r)] ≡ pokr [α = α(0; r)] ∨ pokr [α = α(1; r)]

be the corresponding OR-proof. Prove that the corresponding sigma
protocol is witness hiding for incorrectly formed inputs x such that

∃r : α = α(0; r) ∧ ∃r : α = α(1; r) .

Also, explain why and unbounded prover can distinguish proves if
this condition does not hold.

(c) Show that the knowledge extraction procedure for the OR-protocol

pokr [α = α(0; r)] ∨ pokr [α = α(1; r)]

reveals also the value of β if only one of disjuncts can be satisfied.
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4. The construction of sigma protocols for complex relations can be cumber-
some and inefficient. Hence, it is often advantageous to use more simplistic
alternatives for tightening challenge-response protocols. Let α = α(β; r)
be the challenge message where β ←

u
B is the expected response and r ←

u
R

is the masking randomness. Then verifier can prove that he or she knows
β by revealing β and r. Of course, the prover must commit his or her
response before receiving β and r.

(a) As an example, consider the challenge-response protocol that proves
the possession of secret key (ability to decrypt messages). Recall
that the challenge is computed as α ← Encpk(β) and the response
is computed as β ← Decsk(α). Construct the corresponding zero-
knowledge proof using the idea explained above.

(b) Construct a simulator SV∗ that first extracts β and then uses this
value to pass the proof. Is there any conceptual difference compared
to the construction given in Exercise 2? Can this simulator construc-
tion be used for any challenge response protocol?

(c) For clarity, assume that the cryptosystem in question is RSA with
OAEP padding. Would you use the construction based on sigma
protocol or the construction given above?

5. Consider the following common sub-proofs in e-voting protocols:

(a) c is an ElGamal encryption of 0 or 1;

(b) c is an ElGamal encryption of x ∈ {0, . . . n};

(c) (cij)
n
i,j=1 is an Pedersen commitment to a permutation matrix.

Use the Schnorr protocol pokx [y = gx] to construct the corresponding
sigma protocols. These relations can be expressed through AND- and OR-
compositions. Convert these proofs into zero-knowledge proofs. Estimate
the total computational overhead?

6. Let SquareFree denote all square free integers, i.e., all integers that
do not divisible by some prime square. Let ProdOfTwoPrimePowers

denote all integers in the form paqb where p, q ∈ P. Then the classical
zero-knowledge proof n ∈ RsaModulus consists of following steps.

1. Prove that n ∈ SquareFree.

2. Prove that n ∈ SquareFree is a product of two prime powers.

In the following, we consider only the simplest proof that n ∈ SquareFree.

(a) Let φ(n) = |Z∗
n| denote the Euler totient function. Prove that if

gcd(n, φ(n)) = 1 then n ∈ SquareFree. Describe the class of square
free numbers such that gcd(n, φ(n)) 6= 1.
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(b) Let SquareFree
∗ be the class of all square free numbers such that

gcd(n, φ(n)) = 1. Construct a challenge-response protocol for prov-
ing n ∈ SquareFree

∗.

Hint: If gcd(n, φ(n)) = 1 and prover knows the factorisation, then
a prover can efficiently find n-th roots.

(c) Let Xbad = {xn : x ∈ Z
∗
n} be the set of n-th powers. Show that if

gcd(n, φ(n)) = d > 1 then |Xbad| = |Z
∗
n| /d. Conclude that a mali-

cious prover can win the challenge-response protocol with probability
at most 1

d
.

(d) Construct a corresponding zero-knowledge proof for n ∈ SquareFree
∗.
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