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Theoretical Background



Semantic security

- f(s)
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Formal definition

Consider the following games:

9 gr
[ s — S (s — S

g — A(f(s)) g' + argmaxy Pr [g(s) = ]
| return g’ = g(s)] | return g’ = g(s)]

Then we can define a true guessing advantage

AdvsT(A) = Pr[G) = 1] — Pr[G{ = 1]
=Pr(s < S : A(f(s)) = g(s)] — maxPrg(s) = g]
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IND — SEM

Theorem. If for all s;,s; € supp(Sp) distributions f(s;) and f(s;) are
(¢, )-indistinguishable, then for all ¢-time adversaries A:

AdVET(A) <& .

Note that

> function g might be randomised,
> function g : Sg — {0,1}" may extremely difficult to compute,
> it might be even infeasible to get samples from the distribution &j.
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Proof in Small Steps



Mixture of distributions
Consider a following sampling algorithm

GetSample()
i — D

S%SZ'

return s

where D is a distribition over the set {0,1,...,t} and Sp,...,S; are just
some distributions. Then

Pr [GetSample() Z Prli «— D io] - Prls < S, 1 s = 50|

10=0
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Classical sampling idiom (1/2)

We can reverse the process. Assume that s is sampled from the distribution
Sandletg:S — {0,1,...,t} be a deterministic function. Then

t
Pris «— S:s=sp| = ZPI‘[S%Sig(S) = 1] - Pr[sglg(s) = o]
io=1
where by definition

Pris — 8:s=s9Ag(s) =i
Pr[s < & :g(s) = ig

Pr[solg(s) = t0] =
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Classical sampling idiom (2/2)

Let now D be the distribution over {0,1,...,¢} such that
Prji < D:i =19 =Pr[s «— S:g(s) =1]
and let S;, be defined so that
Prs «— S;: s = sg| = Prsglg(s) = ig]

Then the the output od the sampling procedure GetSample() coincides with
the distribution S.
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Slightly modified security game

Let D and Sy, ..., S; be the distributions defined in the previous slide. Then
we can rewrite the game Gy without changing its meaning:

Gy
[ «— D
S<—SZ’

g — A(f(s))

| return [g' - i

In other words A must distinguish between following hypotheses

r?

Ho=[i=0,Hi=[i=1],.... H,=[i = 1] .

It is a guessing game between many hypotheses.
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Computational distance between hypotheses

Let A be a ¢-time algorithm that must distinguish hypotheses H; and H;.
Then the corresponding security games are following

! G,
s — S; and s §;
return A(f(s)) return A(f(s))

In other words

PriGi =0]= Y Pr[s«—&;:s=so-PrlA(f(so)) = 0]

soEsupp(S;)
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Double summation trick

For obvious reasons

Z Pris«— S;:s=s9]=1= Z Pris —§;:s=s]

so€supp(S;) s1€supp(S;)

Consequently

|Pr [G;-A = 0] — Pr [Ef = 0]|

IA

Z Prs«— S;:s=sqg] Pr [s —Sjis= 31] lPr [A(f(sg)) =0] = Pr[A(f(s1)) = O]l
sp€supp(S;) gvs
slesupp(Sj)

<e

and thus cd’ (H;, H;) < e.
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Summary

Since modified G is nothing more than guessing game between many
hypotheses Hy, ..., H; that are (¢, ¢)-indistinguishable, we have proven the
claim for deterministic functions g.

MTAT.07.003 Cryptology Il, Computational Indistinguishability, February 15, 2008 10



Average-case < worst-case(1/2)

For the final proof step, assume Adv}7(A) > e for some randomised

function
g:SoxQ—{0,...,t} .

Now by definition

AdviT(A) = Prls « So,w — Q: A(f(s)) = g(s,w)] — rr;e}XPr lg(s) =4'] .

Now

Pr s « Sg,w «— Q: A(f(s)) = g(s,w)]
— Z Priw«— Q:w=uwy -Prls— Sp: A(f(s)) = g(s,wo)]

woES
< max Pr s «+ Sp : A(f(s)) = g(s,w0)]

wp e
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Average-case < worst-case(2/2)

Let go : S — Z be a deterministic function go(s) = g(s,wy) where

wo = argmax Pr [s «— Sy : A(f(s)) = g(s,wp)]
wp€ES?

Then by construction

AdVET(A) < AdvET (A)

and thus we can indeed observe only deterministic functions.
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QED



